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Abstract

We propose a robust and accurate method for estimat-
ing the 3D poses of two hands in close interaction from a
single color image. This is a very challenging problem, as
large occlusions and many confusions between the joints
may happen. State-of-the-art methods solve this problem by
regressing a heatmap for each joint, which requires solv-
ing two problems simultaneously: localizing the joints and
recognizing them. In this work, we propose to separate
these tasks by relying on a CNN to first localize joints as 2D
keypoints, and on self-attention between the CNN features
at these keypoints to associate them with the correspond-
ing hand joint. The resulting architecture, which we call
“Keypoint Transformer”, is highly efficient as it achieves
state-of-the-art performance with roughly half the number
of model parameters on the InterHand2.6M dataset. We
also show it can be easily extended to estimate the 3D pose
of an object manipulated by one or two hands with high
performance. Moreover, we created a new dataset of more
than 75,000 images of two hands manipulating an object
fully annotated in 3D and will make it publicly available.

1. Introduction

3D hand pose estimation has the potential to make vir-
tual reality, augmented reality, and interaction with com-
puters and robots much more intuitive. Recently, signifi-
cant progress has been made for single-hand pose estima-
tion using depth maps and even single RGB images. Be-
ing able to deal with RGB images is particularly attrac-
tive as it does not require a power-hungry active sensor.
Many approaches have been proposed, mostly based on di-
rect prediction with different convolutional network archi-
tectures [15, 18, 29, 36, 44, 49, 61] of the 3D joint locations
or angles, or relying on rendering for fine pose estimation
and tracking [2, 12, 32, 40, 50].

In contrast to single-hand pose estimation, two-hand

Figure 1. Our approach accurately predicts 3D hand and object
poses from a single RGB image in challenging scenarios including
complex hand interactions (top) and 2 hands interacting with an
object where the hands can be severely occluded (bottom). The
bottom example is from the H2O-3D dataset we also introduce in
this paper, which contains challenging, fully and accurately 3D-
annotated, video sequences of two hands manipulating objects.

pose estimation has received much less attention. This
problem is indeed significantly harder: The appearance sim-
ilarities between the joints of the two hands make their iden-
tification extremely challenging. Moreover, in close inter-
action, some of the joints of a hand are likely to be occluded
by the other hand or itself. Thus, first detecting the left
and right hands and then independently predicting their 3D
poses [13, 36] performs poorly in close interaction scenar-
ios. Bottom-up approaches [30,54] directly estimate the 2D
joint locations and their depths using one heatmap per joint.
However, as shown in Fig. 2, the similarity in appearances
of the joints and severe occlusions degrade the quality of
heatmaps failing to localize the joints accurately. More re-
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Figure 2. Similar appearances between joints and partial oc-
clusions make previous methods prone to failure. The Inter-
Net state-of-the-art method [30] predicts a heatmap for each joint
but the predicted heatmaps can become ambiguous, resulting in
failures when predicting the hand pose (the hand on the back in
this example). Our approach explicitly models the relationship be-
tween keypoints resulting in more accurate poses. More examples
can be found in the supplementary material.

cent works [10,22,58] have attempted to alleviate this prob-
lem by exploiting joint-segmentation, joint-visibility, or by
adding more refinement layers increasing the overall com-
plexity of the network. By exploiting only keypoints, our
method outperforms these methods by a large margin with
a significantly smaller model.

As shown in Fig. 3, instead of aiming to localize and rec-
ognize the hand joints simultaneously, we estimate the 3D
poses of the hands in three stages: (1) We first detect “key-
points”, which are potential joint locations in the image, by
predicting a single heatmap. These keypoints do not have to
exactly match all the hand joints: The 3D poses we predict
are still correct if some joints are not detected as keypoints,
and if some keypoints do not correspond to joints. (2) Then,
we associate the keypoints with the corresponding joint or
to the background in the case of false positives, on the ba-
sis of the keypoint locations and their image features. This
is done for all the keypoints simultaneously to exploit mu-
tual constraints, using the self-attention mechanism. (3) Fi-
nally, we predict the 3D hand poses using a cross-attention
module, which selects keypoints associated with each of the
hand joints. Our approach is agnostic to the parameteriza-
tion of the pose and we consider three different hand pose
representations.

Our architecture, which we call “Keypoint Trans-
former”, is therefore designed to explicitly disambiguate
the identity of the keypoints and performs very well even
on complex configurations. Fig. 1 shows its output on two
challenging examples, using the MANO [41] mesh as the
output representation. Our architecture is related to the “De-
tection Transformer” (DETR) [8] architecture. DETR uses
all the spatial features from a low-resolution CNN feature
map, combined with learned location queries to detect ob-
jects in an image. The high computational complexity of
the Transformer restricts DETR from using higher resolu-
tion CNN feature maps. As we show in our experiments,
using the DETR-style architecture for hand pose estimation
results in lower accuracy and we hypothesize that this is

due to the use of lower resolution feature maps and features
from the entire image.

We train and evaluate our architecture on the recent In-
terHand2.6M hand-hand [30] and HO-3D hand-object [12]
interaction datasets. We also introduce a challenging dataset
of videos with two hands interacting with an object with
complete and accurate 3D annotations without markers.
This dataset is based on the work of [12], and we call it
H2O-3D. Our method achieves state-of-the-art performance
on existing hand-interaction datasets and serves as a strong
baseline for the H2O-3D dataset. Our experiments show
that on InterHand2.6M, our method achieves state-of-the-
art performance with roughly half the number of model pa-
rameters. We carry out several ablation studies and compare
with strong baselines to prove the efficacy of our approach.

2. Related Work
Many approaches have already been proposed for hand

or object pose estimation from either RGB images or depth
maps. Here we focus mainly on works that estimate hand
poses during hand-hand or hand-object interactions. We
also discuss recent advances in Transformer architectures
for computer vision as they are highly relevant to our work.

2.1. Interacting Hand Pose Estimation

Hand pose estimation methods can be broadly classified
as generative, discriminative, or hybrid approaches. Gen-
erative methods [12, 26, 33–35, 52] fit a parametric hand
model to an observed image or depth map by minimizing
a fitting error under some constraints. Discriminative meth-
ods [5, 14, 15, 20, 30, 36, 49, 62] mostly directly predict the
hand pose from a single frame. Generative methods often
rely heavily on tracking and are prone to drift whereas dis-
criminative methods tend to generalize poorly to unseen im-
ages [1]. Hybrid approaches [4, 7, 13, 31, 43, 45, 47, 48, 51,
54,55] try to combine the best of these two worlds by using
discriminative methods to detect visual cues in the image
followed by model fitting.

Earlier methods [26,33,34] for generative hand pose esti-
mation during interaction used complex optimization meth-
ods to fit a parametric hand model to RGBD data. [12] pro-
posed multi-frame optimization to fit hand and object mod-
els to RGBD data from multiple RGBD cameras. Genera-
tive methods alone often lose tracking during close interac-
tions or occlusions and are hence combined with discrimi-
native methods to guide the optimization.

[4, 51] detect the fingertips as discriminative points and
used them in the optimization along with a collision term
and physical modelling. Recently, [43] proposed high-
fidelity hand surface tracking of hand-hand interactions in
a multi-view setup where the regressed 3D hand joint loca-
tions were used for initializing the tracking. [7,13,31,36,54]
compute dense features or keypoints from a single RGB or
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depth image and fit a hand model [41] to these estimates
with physical constraints and joint angle constraints. Fully
discriminative methods [14, 15, 30, 49] jointly estimate the
3D joint locations or hand model parameters of both the in-
teracting hands or the interacting hand and the object by
incorporating contacts and inter-penetrations in the train-
ing. [20] estimates the hand-object surface using implicit
representation that naturally allows modelling of the con-
tact regions between hand and object. [10, 22] improve the
accuracy of 3D pose estimation during hand-hand inter-
action scenarios by incorporating joint-visibility and part-
segmentation cues, whereas [58] utilize refinement layers
to iteratively refine the estimated poses.

By contrast with the above mentioned approaches de-
signed specifically for hand-hand or hand-object interaction
scenarios, we propose in this work a unified discrimina-
tive approach for all hand interaction scenarios. Further,
many previous discriminative methods perform poorly dur-
ing close hand interactions due to similarity in appearance
of the joints. In this work, we model relationship between
all detected joints in the image resulting in more accurate
pose estimation while keeping the model complexity low.

The success of discriminative methods depend on the
variability of training data and several hand interaction
datasets have been proposed. [11] first provided a marker-
based hand-object interaction dataset using RGBD cameras.
[12, 62] and [15] respectively proposed real and synthetic
hand-object interaction dataset with a single hand manipu-
lating an object, while [25] recently developed a two-hands
and object interaction dataset. [5] proposed single and two-
hand object interaction dataset using infrared camera for
contact annotations. [30] developed a large-scale two-hand
interaction dataset using semi-automatic annotation process
with many close interactions. [46] used MoCap to obtain
pose of full body, hand, and object during interaction and
used it to generate realistic grasp on unseen objects.

In this work, we also introduce a challenging two-hands-
and-object interaction dataset which we created using the
optimization method of [12]. Our dataset is made of videos
of two hands from different subjects manipulating an object
from the YCB dataset [56], annotated with the 3D poses of
the hands and the object. Our architecture already performs
well on this dataset and constitutes a strong baseline.

2.2. Transformers in Computer Vision

Transformers have recently been increasingly gaining
popularity for vision related problems [21]. Features are of-
ten extracted from a CNN backbone and different architec-
tures have been proposed to solve object detection [8, 60],
image classification [9], pose estimation [6, 17, 27, 28] and
low-level image tasks [24, 57]. We refer the reader to [21]
for a detailed survey.

[8, 60] proposed to combine a CNN backbone with a

Transformer to detect objects in an image. [27] proposed
to reconstruct the vertices of a single human body or hand
from an RGB image using multiple Transformer encoder
layers and achieved state-of-the-art performance. [28] im-
proved [27] by using graph convolutions along with a Trans-
former encoder. [17] estimated a 3D pose from hand point-
cloud data using a Transformer encoder-decoder architec-
ture and proposed to generate query embeddings from input
point-cloud instead of learning them as in [8, 60]. While
these works are aimed at single hand pose estimation and
their extension to two hands is non-trivial, our architecture
is designed to estimate single and two-hands poses along
with the object pose during hand-object interaction from the
input RGB image.

In a closely related work, [6] solves the multi-person 2D
pose estimation problem using detected keypoints and per-
son centers, by associating the joint keypoints to the correct
person center using attention. There are however several
key differences: In our case, the hand centers get very close
to each other during close interaction, and the approach
in [6] would not be transferable. More importantly, hand
joints are much more ambiguous than “body joints” as they
look very similar to each other. Our method is also robust to
undetected and falsely detected keypoints as we show in our
discussions, while [6] cannot handle undetected keypoints.
Further, we show that, by randomly sampling keypoints on
the object, we can easily extend our method to 3D object
pose estimation during hand-object interactions.

3. Method
As shown in Fig. 3, our architecture first detects key-

points that are likely to correspond to the 2D locations of
hand joints and encodes them as input to the keypoint-joint
association stage. The keypoints are encoded with their
spatial locations and the image features at these locations.
The self-attention layers in the Keypoint Transformer dis-
ambiguate the keypoints and associates them with differ-
ent joint types and a background class. The (single) cross-
attention layer then selects these “identity-aware keypoints”
to predict root-joint-relative pose parameters of both hands,
plus additional parameters such as the translation between
the hands and hand shape parameters.

We detail below the keypoint detection and encoding
step, how we use the Keypoint Transformer to predict the
hands poses, the representations we considered for the 3D
hand poses, and the loss used for training. We also explain
how our approach can be extended to object pose estimation
during hand-object interaction scenarios.

3.1. Keypoint Detection and Encoding

Given the input image, we first extract keypoints that
are likely to correspond to 2D hand joint locations. To do
this, we predict a single-channel heatmap H from the in-

11092



  Nkpt  x 1

  Nkpt x 256

xMFeature map

2D keypoint 
locations
Features

Input image
Single-Channel 

Keypoints heatmap

Multi-Head Self-
Attention

Sample & 
Concat

K V QFFN

Nkpt

Nkpt

  Nkpt x Nfeat

~

Nkpt  x 224~ Spatial 
Positional 
Encoding

  Nkpt  x 256

  Nkpt  x 32

U-Net

Keypoint- Joint Association

MatMul

SoftMax

MatMul

  Nkpt x 1

FFN
  256  x 1

3D prediction for joint j

Qj

Learned 
Query for 

Joint j

  Nkpt  X 256

Pose EstimationKeypoint  Sampling

  256  x 1

W

Figure 3. Overview of our approach. We detect keypoints which are potential locations of joints and encode them with CNN image
features and spatial embedding (Section 3.1). From this information, the self-attention module creates context-aware keypoint features
which are essential for associating each keypoint with the corresponding joint (Section 3.2). A cross-attention module finally predicts for
each joint (using learned queries) the values required for computing the hand poses (Section 3.3). The exact nature of these values depends
on the chosen representation of the hand pose (Section 3.4). Not all the keypoints have to correspond to a joint and not all the joints have
to be detected as keypoints, which makes our approach very robust but still accurate as it relies on keypoints (as discussed in Section 2).

put image using a standard U-Net [42] architecture, and we
keep its local maximums using a non-differentiable, non-
maximum suppression operation. At this stage, we do not
attempt to recognize which keypoint corresponds to which
joint as it is a difficult task, and the predicted heatmap has
only one channel. In practice, we keep a maximum of Nhand
keypoints, with Nhand = 64, while the number of hand
joints is 42 in total for 2 hands. The 2D keypoint locations
are normalized to [0, 1] range.

The ground truth heatmap H∗ is obtained by applying
a 2D Gaussian kernel of variance σ at each of the ground
truth 2D joint locations and the U-Net is trained to predict
the heatmap by minimizing the L2 loss.

We compute for each detected keypoint an appearance
and spatial encoding to represent the keypoints as input to
the next stage. As shown in Fig. 3, for the appearance part,
we extract image features from the decoder of the U-Net
network. More exactly, we sample feature maps at mul-
tiple layers of the U-Net decoder at the normalized key-
point locations using bilinear interpolation and concatenate
them to form a 3968-D feature vector, which is then reduced
down to a 224-D encoding vector using a 3-layer MLP. For
the spatial encoding, we obtain 32-D sine positional encod-
ing similar to [8] corresponding to the 2D location of the
keypoint. We finally concatenate the appearance and spa-
tial encodings to form a 256-D vector representation of the
keypoint. The keypoint detector is pre-trained before fine-
tuning it jointly with the rest of the pipeline.

3.2. Keypoint-Joint Association

For each keypoint Ki, we have now an encoding vector
Fi ∈ R256. We use these vectors as input to the multi-
layer, multi-head self-attention module with NSA layers.
The self-attention [53] helps to model the relationship be-

tween the keypoints and create global context-aware feature
Gi ∈ R256, for each keypoint. Such context-aware features
are necessary to associate the keypoints with different joint
types using a “keypoint-joint association” loss we denote
LKI. As a result of LKI, the keypoint features also now en-
code the joint identity information along with the localized
CNN image features.

The identity of keypoint k is defined by (hk, jk), where
hk is the hand identity (left or right) and jk is the joint in-
dex. We also use an additional ‘background’ identity for
keypoints that are falsely detected. The keypoint identity is
predicted using a feed-forward network (FFN) consisting of
a 2-layer MLP, a linear projection layer and a softmax layer.
We use the cross-entropy loss for LKI:

LKI =
∑
i

CE((hi, ji), (h
∗
i , j

∗
i )) , (1)

where (h∗
i , j

∗
i ) are the ground truth identities and CE de-

notes the cross-entropy loss. To obtain the ground truth
identity for the detected keypoints, we associate them at
training time with the closest reprojection of a ground truth
3D joint, if the distance is below a threshold γ. If there
are no reprojected joints within a distance of γ, the key-
point is assigned to the background class. We empirically
set γ = 3 pixels in our experiments. Similar to [8], the
keypoint identities are predicted after each layer of self-
attention module using FFNs with shared weights and the
loss is applied to predictions of each layer.

The prediction can result in multiple keypoints assigned
to the same joint identity and some keypoints assigned to
the background class. As we discuss in Section 5, the key-
points associated to the background are ignored, while all
the keypoints associated with a given joint are considered
for estimating the pose of the corresponding joint by the
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cross-attention module.

3.3. Pose Estimation from Identity-Aware Key-
points

The keypoint-joint association loss enables the keypoint
features to also encode joint identity information along with
the image features and spatial embeddings. We use a sin-
gle cross-attention layer with learned joint queries to pre-
dict which keypoint(s) match the queried joint identities.
The cross-attention operation [53] for a learned joint query
Qj ∈ R256 and features {Gi}i is given by

CA
(
Qj , G

)
= softmax

(
QT

j WKG

16

)
(WV G)T , (2)

where G is a matrix whose columns contain feature vectors
{Gi}i, and WK and WV are learnable matrices of dimen-
sion 256× 256. Similar to [53], the cross-attention features
are added to Qj to create a residual connection. The result-
ing features are transformed by a 3-layer MLP to map them
to the pose space.

The number of joint queries depend on the pose repre-
sentation. We consider 3 different representations and de-
scribe them in Section 3.4 and the suppl. mat. For example,
we use 21 joint queries for each of the 21 joints per hand
when using 2.5D pose representation. Along with the joint
queries, one for each joint of the two hands, we use an addi-
tional learned query to predict the relative translation TL→R

between the hands, and the 10-D MANO hand shape param-
eters β. These are learned using the L1 loss. The MANO
shape parameters are useful when predicting the pose using
the MANO joint angle representation.

3.4. Hand Pose Representations and Losses

We consider three main hand pose representations: 3D
joint locations, 2.5D [18, 30] joint locations, and MANO
joint angles [41]. Previous methods [14,15,19,38,40] have
noted that regressing model parameters such as joint an-
gles is less accurate in terms of joint error than regress-
ing the joint locations directly. However, regressing MANO
joint angles provides access to the complete hand mesh re-
quired for modeling contacts and interpenetration during in-
teractions [5, 15, 46] or for learning in a weakly supervised
setup [3,14,23], which could be interesting for future exten-
sion of our method. As we show later in our experiments,
the Keypoint Transformer enables the MANO joint angle
representation to achieve competitive performance when
compared to the joint location representation. We follow
standard practice for these three representations. We detail
them and their corresponding losses in the supplementary
material for completeness.

Object Keypoints
Hand Keypoints

(a) (c)(b) (d)

Figure 4. Keypoint detection for hands and object. We train a
U-net decoder to predict (b) a heatmap for all the joints together
and (c) a segmentation map for the object from each we extract
keypoints at random locations.

3.5. Object Pose Estimation

Our method generalizes easily to predict the 3D pose of
an object together with 3D poses of hands. As shown in
Fig. 4, along with the heatmap for the hand keypoints, we
also predict a segmentation map of the object by adding an
additional prediction head to the U-Net decoder. We then
randomly select Nobj = 20 points from this segmentation
map and refer to them as ‘object keypoints’. We also tried
estimating the heatmap of 2D reprojections of fixed points
on the object mesh and selecting their local maximums as
object keypoints and obtained similar results.

We encode the appearance and spatial locations of the
object keypoints in a 256-D vector, exactly like the hand
keypoints. Collectively, these keypoint encodings cover the
object appearance, allowing us to predict the 3D rotation
and translation of the object. The encodings of Nobj object
keypoints and Nhand hand keypoints are provided together
to the self-attention module.

Along with the hand keypoint identities (hk, jk) and the
background identity described in Section 3.2, we rely on an
additional identity for the object. During the keypoint asso-
ciation stage, all the keypoints originating from the object
are associated with the ‘object’ identity, allowing the cross-
attention module to only attend to object keypoints when
estimating the object pose. Along with the joint queries that
estimate the hand pose, we consider 2 additional queries in
the cross-attention module and predict the 3D object rota-
tion and 3D object translation relative to the right hand in a
manner similar to that of hand pose. The object rotation is
parameterized using the method proposed in [59].

We use a symmetry-aware object corner loss similar to
[37] to train the network:

Lobj-pose = min
R∈S

1

8

8∑
i=1

||P ·Bi − P ∗ ·R ·Bi||22 , (3)

where P and P ∗ denote the estimated and ground-truth ob-
ject poses, Bi denotes the ith corner of the 3D bounding box
for the object in rest pose, and S is the set of rotation matri-
ces which, when applied to the object, does not change its
appearance.
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3.6. End-to-End Training

We train our architecture end-end by minimizing the sum
of the losses introduced above:

L = LH + LKI + LT + Lhand-pose + Lobj-pose , (4)

where Lhand-pose is the loss on the hand poses (detailed in
the suppl. mat.) and LT is the L1 loss for relative transla-
tion between the two hands. Note that the keypoint detector
is pretrained before training the entire network end-to-end.
More optimization details are also given in the suppl. mat.

4. Evaluation
We evaluated our method on three challenging hand

interaction datasets: InterHand2.6M, HO-3D, and our
H2O-3D dataset we introduce with this paper. We discuss
them below.

4.1. InterHand2.6M

Training and test sets. InterHand2.6M [30] is a recently
published two-hand interaction dataset with many challeng-
ing poses. It was annotated semi-automatically and contains
1.36M train images and 849K test images.

Metrics. We report the Mean Per Joint Position Er-
ror (MPJPE) and the Mean Relative-Root Position Er-
ror (MRRPE) to evaluate the root-relative hand pose and
the translation between the hands respectively, as in [30].

Baselines. We consider two Transformer-based baseline
architectures. The first baseline (‘CNN+SA’) provides the
low-resolution (32× downsampled) CNN feature maps af-
ter flattening along the spatial dimensions as input to the
Transformer encoder containing self-attention (SA) mod-
ules. The output tokens of the encoder are concatenated
and the pose is predicted using an MLP. The second base-
line (‘CNN+SA+CA’) is more similar to DETR [8], where
the low-resolution CNN feature maps are provided to the
Transformer encoder-decoder architecture. The Trans-
former decoder contains SA and cross-attention (CA) mod-
ules. The queries in the decoder are learnt and the pose is

MPJPE (mm) MRRPE
Single Hand Two Hands All (mm)

CNN+SA 13.53 16.87 15.31 33.84
CNN+SA+CA (DETR [8]) 12.81 15.94 14.48 32.87
InterNet [30] 12.16 16.02 14.22 32.57
Ours 10.99 14.34 12.78 29.63

Dong et al. [22] - - 12.08 -
Ours 9.10 11.98 11.30 21.89

Fan et al. [10] 11.32 15.57 - 30.51
Ours 11.08 15.33 13.41 30.87

Table 1. Comparison with 2 baselines and the state-of-the-art
methods on InterHand2.6M [30]. We compare with [10, 22, 30]
using the different train/test splits reported in their works.

predicted using FFN similar to our Keypoint Transformer.
We provide more details about the baselines in the suppl.
mat. These baselines help to understand the importance of
keypoint sampling and selection for pose estimation.

Results. Table 1 compares the accuracy of our method
with the state-of-the-art method InterNet [30], and the two
baselines, when using the 2.5D pose representation. Our
method achieves 10% higher accuracy than InterNet, which
is a CNN-based architecture, and 16% and 12% higher ac-
curacy than the two baselines, respectively. The higher ac-
curacy of ‘CNN+SA+CA’ w.r.t ‘CNN+SA’ baseline demon-
strates that soft-selection of image features by the decoder
improves the accuracy. Further, the higher accuracy (12%)
of our Keypoint-Transformer w.r.t the ‘CNN+SA+CA’ ar-
chitecture shows that use of keypoint features for pose es-
timation instead of features from the entire image increases
the overall accuracy.

We compare our method with [22] and [10] using their
train and test splits. [10,22] use per-joint heatmaps coupled
with joint visibility and segmentation guided features to im-
prove the accuracy of the pose estimation, thus resulting in
the model complexity that is higher than InterNet [30]. Our
method with a model complexity same as [30] (see Sec-
tion 5) still outperforms these state-of-the-art methods. We
show qualitative results in Fig. 5 and in the suppl. mat.

4.2. HO-3D

Training and test sets. The HO-3D [12] dataset contains
automatically annotated hand-object interaction sequences
of a right hand and an object from the YCB [56] dataset.
It contains 66K training images and 11K test images. We
consider only objects seen in the training set for evaluation.

Metrics. As in [12], we report the mean joint error
after scale-translation alignment of the root joint and the
area-under-the-curve (AUC) metrics to evaluate the hand
pose. The object pose is computed w.r.t to the hand frame
of reference and is evaluated using the standard Maximum
Symmetry-Aware Surface Distance (MSSD) [16], as it con-
siders the symmetricity of objects.

Results. We use 3D joint representation to estimate the
hand pose. Table 2 compares the accuracy of the pro-
posed hand-object pose estimation method with other ap-
proaches. Keypoint Transformer performs significantly bet-
ter than previous methods [12,14,15]. As [12,14,15] do not
consider symmetricity of objects during training and evalu-
ation, we also report our results in a similar setting. Quali-
tative results are shown in Fig. 6 and the suppl. mat.

4.3. H2O-3D

Training and test sets. We introduce a dataset named
H2O-3D comprising sequences of two hands manipulating
an object automatically annotated with the 3D poses of the
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Figure 5. Qualitative results on InterHand2.6M [30]. Our method obtains accurate poses of hands during complex interactions. We
show the estimated MANO model from a different view.
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Figure 6. Qualitative results for our method on the H2O-3D and HO-3D datasets. Our method recovers poses even under large
occlusions by the object and achieves state-of-the-art results on HO-3D while serving as a strong baseline for our new dataset H2O-3D.
Note that some objects (columns 2&4) are considered to be rotationally symmetric along the z-axis.

Camera
Intrinsics

Image
Crop

Joint
Error

Mean Joint
AUC

MSSD (Object
Pose Error)

[12] Yes Yes 3.04 0.49 -
[15] No Yes 3.18 0.46 -
[14] Yes No 3.69 0.37 11.99
Ours No Yes 2.57 0.54 7.02

Table 2. Accuracy of our method on the HO-3D dataset for
hand and object pose estimation. Our method outperforms pre-
vious methods by a large margin.

hands and the object, by extending the work of [12] to con-
sider two hands. Figs. 1 and 6 show some images. Five dif-
ferent subjects manipulate 10 different objects from YCB
using both hands with a functional intent. We captured
60’998 training images and 15’342 test images using a 5
RGBD cameras multi-view setup. The H2O-3D test set
contains 7 objects seen in the training set and 1 unseen ob-
ject. More details are provided in the supplementary mate-
rial. H2O-3D is significantly more challenging than previ-
ous hand interaction datasets as there are many large occlu-
sions between the hands and the objects.

Metrics and Results We use the 3D joint representa-
tion for the hand pose and evaluate the accuracy using the
MPJPE and MRRPE metrics (see Section 4.1) for the hand
and the MSSD metric for the object (see Section 4.2). De-
tails about the angle of symmetry for different objects con-
sidered during training and evaluation is provided in the

suppl. mat. Due to large occlusions of the object by the
hands, a portion of images are unsuitable for object pose
estimation. We identify these images as the ones whose
ground truth object segmentation area is less than 2% of the
cropped image area and exclude them from the object pose
estimation during training and evaluation. We also used the
HO-3D train split and mirrored the images randomly during
training to obtain right hand- and left hand-only images, to
later combine with the training set of H2O-3D.

Our method achieves an MPJPE of 3.09 cm and an MR-
RPE of 8.28 cm on this dataset. Due to large occlusions by
the object, estimating the translation between the hands is
more challenging and the MRRPE is about 2.5 times worse
than on InterHands2.6M which does not contain objects.
On objects, our method achieves MSSD values of 7.96 cm.
We provide object-specific MSSD values in the supplemen-
tary material. Fig. 6 shows qualitative results.

5. Discussion
We report here the results of experiments we perform us-

ing InterHand2.6M (V0.0) to understand better our method.
Visualization of cross-attention. We visualize the cross-
attention weights in Fig. 7 for two joint queries of the left-
index finger. When the joint is not occluded, as in the first
row, each joint query attends to the keypoint whose loca-
tion coincides with the corresponding joint location in the
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Kpts. Heatmap Output PoseInput Image Left-Index MCPLeft-Index DIP

Figure 7. Visualizing the cross-attention weights for two joint
queries of the left hand. The radius of the red circles are pro-
portional to the weights. When the joint is occluded like the DIP
joint on the second row, nearby visible keypoints are selected by
the attention mechanism for pose estimation.

  

(a)

(b)

(c)

(d)

Figure 8. Robustness to noisy keypoints. In this example, we
added noisy keypoints around the middle finger PIP joint. Most of
the noisy keypoints are predicted to belong to background class (in
red), while some are associated with the PIP joint (in blue). The
noisy keypoints associated with the PIP joint have all higher cross-
attention weights (c) and are considered for final pose estimation.
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Figure 9. Cross-attention with and without the keypoint-joint
association loss LKI. LKI makes the keypoints ‘identity-aware’,
resulting in higher accuracy.

image. In other words, local image features at the loca-
tion of the joint are used to estimate the pose of that joint.
We believe this property of using local image features helps
in achieving higher accuracy than other CNN-based ap-
proaches [14, 15, 30]. In the second row of Fig. 7, the left
index finger is occluded except for the MCP joint and no
keypoints are detected for the invisible joints. The cross-
attention module selects nearby visible keypoints resulting
in a more global-level feature for estimating the joint pose.
Robustness to noisy keypoints. To demonstrate the ro-
bustness of our method, we added incorrect keypoints
around the detected keypoints. As shown in Fig. 8 and sup-
plementary material, most of these keypoints are labeled as
background and all the keypoints that are assigned to the
same joint are considered equally for the pose estimation.
Importance of the keypoint-joint association loss LKI.
LKI helps the cross-attention module to select the appro-

Camera
Intrinsics

MPJPE (mm) MRRPE
(mm)Single Hand Two Hands All

3D No 12.42 17.08 14.76 33.14
2.5D Yes 11.73 17.69 14.73 34.40
θ No 15.36 20.61 18.01 37.91

Table 3. Accuracy obtained with the 3 different pose represen-
tations.

NCA = 1, Varying NSA NSA = 6, Varying NCA [30]
0 3 6 1 3 6

Single Hand 12.34 11.77 11.24 11.24 11.14 11.08 12.63
Two Hands 16.93 15.55 15.44 15.44 15.35 15.33 17.36

Table 4. 3D pose accuracy (MPJPE, in mm) for different num-
bers of self-attention (NSA) and cross-attention (NCA) layers.

Resnet-18 Resnet-34 Resnet-50 [30] (Resnet-50)

Total Params 28M 38M 48M 48M

Single Hand 11.67 11.99 11.28 12.63
Two Hands 16.78 16.41 15.32 17.36

Table 5. 3D pose accuracy (MPJPE, in mm) for different back-
bones.

priate features for pose estimation as visualized in Fig. 9.
Further, LKI improves MPJPE by 10% (17.08 mm v/s 18.91
mm) and MRRPE by 15% (33.14 mm v/s 38.96 mm) on
interacting hand images.
Accuracy with different pose representations. Table 3
compares the accuracy of the 3 hand pose representations
that we consider. While the accuracy of the 3D and 2.5D
representations are similar, the joint angle representation re-
sults in lower accuracy, in line with the observation from
previous works [14, 15, 19, 38, 40].
Effect of the number of self-attention (SA) and cross-
attention (CA) layers. Table 4 reports the MPJPE with
different combinations of SA and CA layers. Even in the
absence of any SA layers, our method outperforms [30].
Adding more CA layers has little effect on the accuracy.
Effect of the number of parameters. Table 5 reports the
MPJPE for different CNN backbones. While larger back-
bones improve the accuracy, our method outperforms [30]
even with a Resnet-18 backbone with approximately half
the total number of parameters.

6. Conclusion
We showed that, by integrating a keypoint detector into

a Transformer architecture, we could predict 3D poses of
hands and objects from very challenging images, in a much
more accurate way than a standard Transformer architecture
does. As we rely on keypoints, we believe that our approach
is more general and could be applied to other problems,
such as human and other articulated objects pose prediction
and object category pose prediction [39].
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