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Abstract

Aggressive data augmentation is a key component of
the strong generalization capabilities of Vision Transformer
(ViT). One such data augmentation technique is adversar-
ial training (AT); however, many prior works [28,45] have
shown that this often results in poor clean accuracy. In
this work, we present pyramid adversarial training (Pyra-
midAT), a simple and effective technique to improve ViT’s
overall performance. We pair it with a “matched” Dropout
and stochastic depth regularization, which adopts the same
Dropout and stochastic depth configuration for the clean
and adversarial samples. Similar to the improvements on
CNNs by AdvProp [61] (not directly applicable to ViT), our
pyramid adversarial training breaks the trade-off between
in-distribution accuracy and out-of-distribution robustness
for ViT and related architectures. It leads to 1.82% abso-
lute improvement on ImageNet clean accuracy for the ViT-
B model when trained only on ImageNet-1K data, while
simultaneously boosting performance on 7 ImageNet ro-
bustness metrics, by absolute numbers ranging from 1.76%
to 15.68%. We set a new state-of-the-art for ImageNet-C
(41.42 mCE), ImageNet-R (53.92%), and ImageNet-Sketch
(41.04%) without extra data, using only the ViT-B/16 back-
bone and our pyramid adversarial training. Our code is
publicly available at pyramidat.github. io.

1. Introduction

One fascinating aspect of human intelligence is the abil-
ity to generalize from limited experiences to new environ-
ments [30]. While deep learning has made remarkable
progress in emulating or “surpassing”” humans on classifica-
tion tasks, deep models have difficulty generalizing to out-
of-distribution data [31]. Convolutional neural networks
(CNNs) may fail to classify images with challenging con-
texts [22], unusual colors and textures [16, 19,58] and com-
mon or adversarial corruptions [17,20]. To reliably deploy
neural networks on diverse tasks in the real world, we must
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Figure 1. Top: Visualization of our learned multi-scale pyramid
perturbations. We show the original image, multiple scales of a
perturbation pyramid, and the perturbed image. Bottom: We show
thumbnails of in-distribution and out-of-distribution datasets, and
the gains from applying our technique on each dataset. (Note that
lower is better for ImageNet-C.)

improve their robustness to out-of-distribution data.

One major line of research focuses on network design.
Recently the Vision Transformer (ViT) [14] and its vari-
ants [2, 32, 46, 55] have advanced the state of the art on
a variety of computer vision tasks. In particular, ViT
models are more robust than comparable CNN architec-
tures [36,38,49,49]. With a weak inductive bias and pow-
erful model capacity, ViT relies heavily on strong data aug-
mentation and regularization to achieve better generaliza-
tion [51,55]. To further push this envelope, we explore us-
ing adversarial training [29,05] as a powerful regularizer to
improve the performance of ViT models.

Prior work [56] suggests that there exists a performance

trade-off between in-distribution generalization and robust-
ness to adversarial examples. Similar trade-offs have been
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observed between in-distribution and out-of-distribution
generalization [45, 65]. These trade-offs have primarily
been observed in the context of CNNs [7,45]. However,
recent work has demonstrated the trade-off can be broken.
AdvProp [61] achieves this via adversarial training (abbre-
viated AT) with a “split” variant of Batch Normalization
[24] for EfficientNet [53]. In our work, we demonstrate that
the trade-off can be broken for the newly introduced vision
transformer architecture [14].

We introduce pyramid adversarial training (abbreviated
as PyramidAT) that trains the model with input images al-
tered at multiple spatial scales, as illustrated in Fig. 1; the
pyramid attack is designed to make large edits to the image
in a structured, controlled manner (similar to augmenting
brightness) and small edits to the image in a flexible manner
(similar to pixel adversaries). Using these structured, multi-
scale adversarial perturbations leads to significant perfor-
mance gains compared to both baseline and standard pixel-
wise adversarial perturbations. Interestingly, we see these
gains for both clean (in-distribution) and robust (out-of-
distribution) accuracy. We further enhance the pyramid at-
tack with additional regularization techniques: “matched”
Dropout and stochastic depth. Matched Dropout uses the
same Dropout configuration for both the regular and adver-
sarial samples in a mini-batch (hence the word matched).
Stochastic depth [23,51] randomly drops layers in the net-
work and provides a further boost when matched and paired
with matched Dropout and multi-scale perturbations.

Our ablation studies confirm the importance of matched
Dropout when used in conjunction with the pyramid adver-
sarial training. They also reveal a complicated interplay be-
tween adversarial training, the attack being used, and net-
work capacity. We additionally show that our approach is
applicable to datasets of various scales (ImageNet-1K and
ImageNet-21K) and for a variety of network architectures
such as ViT [14], Discrete ViT [37], ResNet [ 18], and MLP-
Mixer [54]. Our contributions are summarized below:

e To our knowledge, we appear to be the first to
demonstrate that adversarial training improves ViT
model performance on both ImageNet [ 2] and out-of-
distribution ImageNet robustness datasets [16, 19, 20,

,58].

* We demonstrate the importance of matched Dropout
and stochastic depth for the adversarial training of ViT.

* We design pyramid adversarial training to gener-
ate multi-scale, structured adversarial perturbations,
which achieve significant performance gains over non-
adversarial baseline and adversarial training with pixel
perturbations.

* We establish a new state of the art for ImageNet-C,
ImageNet-R, and ImageNet-Sketch without extra data,

using only our pyramid adversarial training and the
standard ViT-B/16 backbone. We further improve our
results by incorporating extra ImageNet-21K data.

* We perform numerous ablations which highlight sev-
eral elements critical to the performance gains.

2. Related Work

There exists a large body of work on measuring and
improving the robustness of deep learning models, in the
context of adversarial examples and generalization to non-
adversarial but shifted distributions. We define out-of-
distribution accuracy/robustness to explicitly refer to per-
formance of a model on non-adversarial distribution shifts,
and adversarial accuracy/robustness to refer to the special
case of robustness on adversarial examples. When the eval-
uation is performed on a dataset drawn from the same dis-
tribution, we call this clean accuracy.

Adversarial training and robustness The discovery of
adversarial examples [52] has stimulated a large body of
literature on adversarial attacks and defenses [, 6,29, 35,

,43,44,60]. Of the many proposed defenses, adversar-
ial training [29, 35] has emerged as a simple, effective, al-
beit expensive approach to make networks adversarially ro-
bust. Although some work [56, 65] has suggested a trade-
off between adversarial and out-of-distribution robustness
or clean accuracy, other analysis [7, 45] has suggested si-
multaneous improvement is achievable. In [39,45], the au-
thors note improved accuracy on both clean and adversar-
ially perturbed data, though only on smaller datasets such
as CIFAR-10 [27] and SVHN [42], and only through the
use of additional data extending the problem to the semi-
supervised setting. Similarly in NLP, adversarial training
leads to improvement of clean accuracy for machine trans-
lation [8, 9].

Most closely related to our work is the technique of [61],
which demonstrates the potential of adversarial training to
improve both clean accuracy and out-of-distribution robust-
ness. They focus primarily on CNNs and propose split batch
norms to separately capture the statistics of clean and ad-
versarially perturbed samples in a mini-batch. At inference
time, the batch norms associated with adversarially per-
turbed samples are discarded, and all data (presumed clean
or out-of-distribution) flows through the batch norms asso-
ciated with clean samples. Their results are demonstrated
on EfficientNet [53] and ResNet [18] architectures. How-
ever, their approach is not directly applicable to ViT where
batch norms do not exist. In our work, we propose novel
approaches, and find that properly constructed adversarial
training helps clean accuracy and out-of-distribution robust-
ness for ViT models.

Robustness of ViT ViT models have been found to be
more adversarially robust than CNNs [41,49], and more im-
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portantly, generalize better than CNNs with similar model
capacity on ImageNet out-of-distribution robustness bench-
marks [49]. While existing works focus on analyzing the
cause of ViT’s superior generalizability, this work aims at
further improving the strong out-of-distribution robustness
of the ViT model. A promising approach to this end is
data augmentation; as shown recently [51,55], ViT bene-
fits from strong data augmentation. However, the data aug-
mentation techniques used in ViT [51,55] are optimized for
clean accuracy on ImageNet, and knowledge about robust-
ness is still limited. Different from prior works, this paper
focuses on improving both the clean accuracy and robust-
ness for ViT. We show that our technique can effectively
complement strong ViT augmentation as in [51]. We ad-
ditionally verify that our proposed augmentation can bene-
fit three other architectures: ResNet [18], MLP-Mixer [54],
and Discrete ViT [37].

Data augmentation Existing data augmentation tech-
niques, although mainly developed for CNNs, transfer rea-
sonably well to ViT models [10, 21, 59]. Other work has
studied larger structured attacks [60]. Our work is differ-
ent from prior work in that we utilize adversarial training to
augment ViT and tailor our design to the ViT architecture.
To our knowledge, we appear to be the first to demonstrate
that adversarial training substantially improves ViT perfor-
mance in both clean and out-of-distribution accuracies.

3. Approach

We work in the supervised learning setting where we are
given a training dataset D consisting of clean images, repre-
sented as x and their labels y. The loss function considered
is a cross-entropy loss L(6, z,y), where 6 are the parame-
ters of the ViT model, with weight regularization f. The
baseline models minimize the following loss:

E(e)~p | L0, 7,9) + F(6)] M

where Z refers to a data-augmented version of the clean
sample x, and we adopt the standard data augmentations
as in [51], such as RandAug [10].

3.1. Adversarial Training

The overall training objective for adversarial train-
ing [57] is given as follows:

By~ | max 0.7+ 0,9+ [0)], @

where § a per-pixel, per-color-channel additive perturba-
tion, and P is the perturbation distribution. Note that the
adversarial image, ¢, is given by Z + §, and we use these
two interchangeably below. The perturbation, §, is com-
puted by optimizing the objective inside the maximization

of Eqn. 2. This objective tries to improve the worst-case
performance of the network w.r.t. the perturbation; subse-
quently, the resulting model has lower clean accuracy.

To remedy this, we can train on both clean and adversar-
ial images [17,29,61] using the following objective:

E(z,y)~D L(975c7y)+hglea;<L(9,f+6,y)+f(9) , 3)

This objective uses adversarial images as a form of regu-
larization or data augmentation, to force the network to-
wards certain representations that perform well on out-of-
distribution data. These networks exhibit some degree of
robustness but still have good clean accuracy. More re-
cently, [61] proposes a split batch norm that leads to perfor-
mance gains for CNNs on both clean and robust ImageNet
test datasets. Note that they do not concern themselves with
adversarial robustness, and neither do we in this paper.

3.2. Pyramid Adversarial Training

Pixel-wise adversarial images are defined [29] as % = z+§
where the perturbation distribution P consists of a clipping
function C, that clips the perturbation at each pixel loca-
tion to be inside the specified ball (B) for a specified -
norm [35], with maximal radius € for the perturbation.

Motivation For pixel-wise adversarial images, increasing
the value of € or the number of steps of the inner loop in
Eqn. 3 eventually causes a drop in clean accuracy (Fig 2).
Conceptually, pixel attacks are very flexible and, if given the
ability to make large changes (in L, distance), can destroy
the object being classified; training with these images may
harm the network. In contrast, augmentations, like bright-
ness, can lead to large Lo distances but will preserve the
object because they are structured. Our main motivation
is to design an attack which has the best of both worlds:
a low-magnitude flexible component and a high-magnitude
structured component; this attack can lead to large image
differences while still preserving the class identity.

Approach We propose pyramid adversarial training
(PyramidAT) which generates adversarial examples by per-
turbing the input image at multiple scales. This attack is
more flexible and yet also more structured, since it consists
of multiple scales, but the perturbations are constrained at
each scale.

2% = COp, (m +3 m,-C,, (55)), )
ses

where Cp, is the clipping function that keeps the image
within the normal range, S is the set of scales, mg is the
multiplicative constant for scale s, J; is the learned pertur-
bation (with the same shape as ). For scale s, the weights
in d, are shared for pixels in square regions of size s x s with
top left corner [s-i, s- j] for all discrete ¢ € [0, width/s] and
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j € [0, height/s], as shown in Fig. 1. Note that, similar to
pixel AT, each channel of the image is perturbed indepen-
dently. More details of the parameter settings are given in
Section 4 and pseudocode is included in the supplementals.

Setting up the attack For both the pixel and pyramid at-
tacks, we use Projected Gradient Descent (PGD) on a ran-
dom label using multiple steps [35]. With regards to the
loss, we observe that for ViT, maximizing the negative loss
of the true label leads to aggressive label leaking [29], i.e.,
the network learns to predict the adversarial attack and per-
forms better on the perturbed image. To avoid this, we
pick a random label and then minimize the softmax cross-
entropy loss towards that random label as described in [29].

3.3. “Matched” Dropout and Stochastic Depth

Standard training for ViT models uses both Dropout [50]
and stochastic depth [23] as regularizers. During adversar-
ial training, we have both the clean samples and adversar-
ial samples in a mini-batch. This poses a question about
Dropout treatment during adversarial training (either pixel
or pyramid). In the adversarial training literature, the usual
strategy is to run the adversarial attack (to generate adver-
sarial samples) without using Dropout or stochastic depth.
However, this leads to a training mismatch between the
clean and adversarial training paths when both are used
in the loss (Eqn. 3), with the clean samples trained with
Dropout and the adversarial samples without Dropout. For
each training instance in the mini-batch, the clean branch
will only update subsets of the network while the adver-
sarial branch updates the entire network. The adversarial
branch updates are therefore more closely aligned with the
model performance during evaluation, thereby leading to an
improvement of adversarial accuracy at the expense of clean
accuracy. This objective function is given below:

E(y)~p L(M(9)7i7y)+Arglea73<L(97w“,y)+f(9) . (5)

where, with a slight abuse of notation, M () denotes a net-
work with a random Dropout mask and a stochastic depth
configuration. To address the issue above, we propose ad-
versarial training of ViT with “matched” Dropout, i.e., us-
ing the same Dropout configuration for both clean and ad-
versarial training branches (as well as for the generation of
adversarial samples). We show through ablation in Section
4 that using the same Dropout configuration leads to the best
overall performance for both the clean and robust datasets.

4. Experiments

In this section, we compare the effectiveness of our pro-
posed PyramidAT to non-AT models, and Pixel AT models.

4.1. Experimental Setup

Models We focus primarily on ViT-B/16 [14], the base-
line ViT with a patch size of 16. We also demonstrate
our technique on other network architectures, such as ViT-
Ti/16, ResNet [18], MLP-Mixer [54], and the recent Dis-
crete ViT [37].

Datasets We train models on both ImageNet-1K and
ImageNet-21K [12,48]. We evaluate in-distribution perfor-
mance on 2 additional variants: ImageNet-Real. [4] which
relabels the validation set of the original ImageNet in order
to correct labeling errors; and ImageNet-V2 [47] which col-
lects another version of ImageNet’s evaluation set. We eval-
uate out-of-distribution robustness on 6 datasets: ImageNet-
A [22] which places the ImageNet objects in unusual con-
texts or orientations; ImageNet-C [20] which applies a se-
ries of corruptions (e.g. motion blur, snow, JPEG, etc.);
ImageNet-Rendition [19] which contains abstract or ren-
dered versions of the object; ObjectNet [3] which con-
sists of a large real-world set from a large number of dif-
ferent backgrounds, rotations, and imaging view points;
ImageNet-Sketch [58] which contains artistic sketches of
the objects; and Stylized ImageNet [16] which processes
the ImageNet images with style transfer from an unrelated
source image. For brevity, we may abbreviate ImageNet as
IM. For all datasets except IM-C, we report top-1 accuracy
(where higher is better). For IM-C, we report the standard
“Mean corruption error” (mCE) (where lower is better).

Implementation details Following [51], we use a batch
size of 4096, a cosine decay learning rate schedule (0.001
magnitude) with linear warmup for the first 10k steps, [34],
and the AdamW optimizer [26] in all our experiments. Aug-
mentations and regularizations include RandAug [10] with
the default setting of (2,15), Dropout [50] at probability
0.1, and stochastic depth [23] at probability 0.1. We train
with Scenic [1 1], a Jax [5] library, on DragonFish TPUs.
To generate the pixel adversarial attack, we follow [61].
We use a learning rate of 1/255, e = 4/255, and attack for
5 steps with SGD. We use PGD [35] to generate the adver-
sarial perturbations. We also experiment with using more
recent optimizers [06] to construct the attacks (results are
provided in the supplementals). For pyramid attacks, we
find using stronger perturbations at coarser scales is more
effective than equal perturbation strengths across all scales.
By default, we use a 3-level pyramid and use perturbation
scale factors S = [32,16, 1] (a scale of 1 means that each
pixel has one learned parameter, a scale of 16 means that
each [16, 16] patch has one learned parameter) with multi-
plicative terms of m, = [20, 10, 1] (see Eqn. 4). We use a
clipping value of €, = 6/255 for all levels of the pyramid.

4.2. Experimental Results on ViT-B/16

ImageNet-1K Table | shows results on ImageNet-1K and
robustness datasets for ViT-B/16 models without adversar-
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Out of Distribution Robustness Test

Method ImageNet  Real A Cl ObjectNet V2 Rendition  Sketch  Stylized
ViT [14] 72.82 78.28 | 8.03  74.08 17.36 58.73 27.07 17.28 6.41
ViT+CutMix [63] 75.49 80.53 | 14.75 64.07 21.61 62.37 28.47 17.15 7.19
ViT+Mixup [64] 77.75 8293 | 12.15 61.76 25.65 64.76 34.90 25.97 9.84
RegViT (RandAug) [51] 79.92 85.14 | 17.48 52.46 29.30 67.49 38.24 29.08 11.02
+Random Pixel 79.72 84.72 | 17.81 52.83 28.72 67.17 39.01 29.26 12.11
+Random Pyramid 80.06 85.02 | 19.15 52.49 29.41 67.81 39.78 30.30 11.64
+Pixel AT 80.42 85.78 | 19.15 47.68 30.11 68.78 45.39 34.40 18.28
+PyramidAT (Ours) 81.71 86.82 | 22.99 44.99 32.92 70.82 47.66 36.77 19.14
RegViT [51] on 384x384 81.44 86.38 | 26.20 58.19 35.59 70.09 38.15 28.13 8.36
+Random Pixel 81.32 86.18 | 25.95 58.69 34.12 69.50 37.66 28.79 9.77
+Random Pyramid 81.42 86.30 | 27.55 5731 34.83 70.53 38.12 29.16 9.61
+Pixel AT 82.24 87.35 | 31.23 48.56 37.41 71.67 44.07 33.68 13.52
+PyramidAT (Ours) 83.26 88.14 | 36.41 47.76 39.79 73.14 46.68 36.73 15.00

Table 1. Main results on ImageNet-1k. All columns reports top-1 accuracy except ImageNet-C which reports mean Corruption Error
(mCE) where lower is better. All models are ViT-B/16. The first set of rows show the performance on train and testing on 224 x 224
images. The second set of rows shows performance by fine-tuning on 384 x 384 images.

Method | ExtraData IM-C mCE | Method | ExtraData  IM-Sketch
DeepAugment+AugMix [19] X 53.60 ConViT-B [15] X 35.70
AdvProp [61] X 52.90 Swin-B [32] X 32.40
Robust ViT [38] X 46.80 Robust ViT [38] X 36.00
Discrete ViT [37] X 46.20 Discrete ViT [37] X 39.10
QualNet [25] X 42.50 Ours (ViT-B/16 + PyramidAT) X 41.04
Ours (ViT-B/16 + PyramidAT) X 41.42 Discrete ViT [37] v 4472
Discrete ViT [37] v 38.74 Ours (ViT-B/16 + PyramidAT) v 46.03
Ours (ViT-B/16 + PyramidAT) v 36.80

Table 2. Comparison to state of the art for mean Corruption Error
(mCE) on ImageNet-C. Extra data is IM-21k.

Method ‘ Extra Data IM-Rendition
Faces of Robustness [19] X 46.80
Robust ViT [38] X 48.70
Discrete ViT [37] X 48.82
Ours (ViT-B/16 + PyramidAT) X 53.92
Discrete ViT [37] v 55.26
Ours (ViT-B/16 + PyramidAT) v 57.84

Table 3. Comparison to state of the art for Top-1 on ImageNet-R.
Extra data is IM-21k.

ial training, with pixel adversarial attacks and with pyra-
mid adversarial attacks. Both adversarial training attacks
use matched Dropout and stochastic depth, and optimize
the random target loss. The pyramid attack provides con-
sistent improvements, on both clean and robustness accura-
cies, over the baseline and pixel adversaries. In Table 1, we
also compare against CutMix [63] augmentation. We find
that CutMix improves performance over the ViT baseline
but cannot improve performance when combined with Ran-

Table 4. Comparison to state of the art for Top-1 on ImageNet-
Sketch. Extra data is IM-21k.

dAug. Similar to [33], we find that CutOut [
boost performance on ImageNet for our models.
The robustness gains of our technique are preserved
through fine-tuning on clean data at higher resolution
(384x384), as shown in the second set of rows of Ta-
ble 1. Further, adversarial perturbations are consistently
better than random perturbations on either pre-training or
fine-tuning, for both pixel and pyramid models.

] does not

State of the art Our model trained on IM-1K sets a new
overall state of the art for IM-C [20], IM-Rendition [19],
and IM-Sketch [58], as shown in Tables 2, 3, and 4. While
we compare all our models under a unified framework in
our main experiments, we select the optimal pre-processing,
fine-tuning, and Dropout setting for the given dataset when
comparing against the state-of-the-art. We also compare
against [37] on IM-21K and find that our results still com-
pare favorably.

ImageNet-21K In table 5, we show that our technique
maintains gains over the baseline Reg-ViT and pixel-wise
attack on the larger dataset IM-21K. Following [51], we
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‘ImageNet Real ‘ A

Out of Distribution Robustness Test

Method Cl ObjectNet V2 ‘ Rendition  Sketch  Stylized
ViT-B/16 (512x512) 84.42 88.74 | 55.77 46.69 46.68 74.88 51.26 36.79 13.44
+Pixel AT 84.82 89.10 | 57.39 4331 47.53 75.42 53.35 39.07 17.66
+PyramidAT (Ours) 85.35 89.43 | 62.44 40.85 49.39 76.39 56.15 43.95 19.84

Table 5. Main results from pre-training on ImageNet-21K, fine-tuning on ImageNet-1K. We pre-train with the adversarial technique

mentioned (pixel or pyramid), but fine-tune on clean data only.

pre-train on IM-21K and fine-tune on IM-1K at a higher res-
olution (in our case, 512x512). We apply adversarial train-
ing during the pre-training stage only.

4.3. Ablations

ImageNet-1k on other backbones We explore the ef-
fects of adversarial training on three other backbones:
ResNet [18], Discrete ViT [37], and MLP-Mixer [54]. As
shown in Table 6, we find slightly different results. For
ResNet, we use the split BN from [61] and show improved
performance from PyramidAT. Other ResNet variants (-101,
-200) show the same trend and are included in the sup-
plementals. For Discrete ViT, we show that AT with both
pixel and pyramid leads to general improvements, though
the gain from pyramid over pixel is less consistent than
with ViT-B/16. For MLP-Mixer, we observe decreases in
clean accuracy but gains in the robustness datasets for Pix-
elAT, similar to what has traditionally been observed from
AT on ConvNets. However, with PyramidAT, we observe
improvements for all evaluation datasets.

Matched Dropout and Stochastic Depth We study the
impact of handling Dropout and stochastic depth for the
clean and adversarial update in Table 7. We find that apply-
ing matched Dropout for the clean and adversarial update
is crucial for achieving simultaneous gains in clean and ro-
bust performance. When we eliminate Dropout in the ad-
versarial update (“without Dropout” rows in 7), we observe
significant decreases in performance on clean, IM-Real,
and IM-A; and increases in performance on IM-Sketch and
IM-Stylized. This result appears similar to the usual trade-
off suggested in [45, 65]. By contrast, carefully handling
Dropout and stochastic depth can lead to performance gains
in both clean and out-of-distribution datasets.

Pyramid attack setup In Table 8, we ablate the pyramid
attacks. Pyramid attacks are consistently better than pixel or
patch attacks, while the 3-level pyramid attack tends to have
the best overall performance. Note that a 2-level pyramid
attack consists of both the pixel and patch attacks. Please
refer to the supplementals for comparison on all the metrics.

Network capacity and random augmentation We test
the effect of network capacity on adversarial training and,
consistent with existing literature [28, 35], find that large

capacity is critical to effectively utilizing PixelAT. Specifi-
cally, low-capacity networks, like ViT-Ti/16, which already
struggle to represent the dataset, can be made worse through
PixelAT. Table 9 shows that PixelAT hurts in-distribution
performance of the RandAugment 0.4 model but improves
out-of-distribution performance. Unlike prior work, we
note that this effect depends on both the network capacity
and the random augmentation applied to the dataset.

Table 9 shows that a low-capacity network can bene-
fit from adversarial training if the random augmentation is
of a small magnitude. Standard training with RandAug-
ment [10] magnitude of 0.4 (abbreviated as RAm=0.4) pro-
vides a better clean accuracy than standard training with
RAm=0.1; however, Pixel AT with the weaker augmenta-
tion, RAm=0.1, performs better than either standard train-
ing or Pixel AT at RAm=0.4. This suggests that the augmen-
tation should be tuned for adversarial training and not fixed
based on standard training.

Table 9 also shows that PyramidAT acts differently than
Pixel AT and can provide in-distribution gains despite being
used with stronger augmentation. For these models, we find
that for the robustness datasets, Pixel AT tends to marginally
outperform PyramidAT.

Attack strength Pixel attacks are much smaller in Lo
norm than pyramid attacks. We check that simply scaling
up the PixelAT cannot achieve the same performance as
PyramidAT in Figure 2. For both ImageNet and ImageNet-
C, we show the effect of raising the pixel and pyramid at-
tack strength. While the best PyramidAT performance is
achieved at high Ly perturbation norm, the Pixel AT perfor-
mance degrades beyond a certain norm.

4.4. Analysis and Discussions

Qualitative results Following [14], we visualize the
learned pixel embeddings (filters) of models trained nor-
mally, with pixel adversaries, and with pyramid adversaries
in Fig. 3. We observe that the Pixel AT model tends to tightly
“snap” its attention to the perceived object, disregarding the
majority of the background. While this may appear to be
a desirable behavior, this kind of focusing can be subopti-
mal for the in-distribution datasets (where the background
can provide valuable context) and prone to errors for out-of-
distribution datasets. Specifically, the Pixel AT model may

13424



Out of Distribution Robustness Test

Method ImageNet  Real A Cl ObjectNet V2 ‘ Rendition  Sketch  Stylized
ResNet-50 [ 18] (our run) 76.70 83.11 | 449 7490 26.47 64.31 36.24 23.44 6.41
+Pixel AT 71.37 84.11 | 6.03 66.88 27.80 65.59 41.75 27.04 8.13
+PyramidAT 77.48 84.22 | 6.24 66.77 2791 65.96 43.32 28.55 8.83
MLP-Mixer [54] (our run) 78.27 83.64 | 10.84 58.50 25.90 64.97 38.51 29.00 10.08
+Pixel AT 77.17 8299 | 993 57.68 24.75 64.03 4443 33.68 15.31
+PyramidAT 79.29 84.78 | 12.97 52.88 28.60 66.56 45.34 34.79 14.77
Discrete ViT [37] (our run) 79.88 8498 | 18.12 49.43 29.95 68.13 41.70 31.13 15.08
+Pixel AT 80.08 85.37 | 16.88 48.93 30.98 68.63 48.00 3742 22.34
+PyramidAT 80.43 85.67 | 19.55 47.30 30.28 69.04 46.72 37.21 19.14

Table 6. Pyramid adversarial training improves the performance of ResNet, MLP-Mixer, and Discrete ViT. On MLPMixer, pixel attacks
degrade clean performance but improve robustness, similar to the traditionally observed effect of adversarial training.

Out of Distribution Robustness Test
Method ImageNet  Real A Cl ObjectNet V2 ‘ Rendition  Sketch  Stylized
Pixel AT with matched Dropout 80.42 85.78 | 19.15 47.68 30.11 68.78 45.39 34.40 18.28
Pixel AT without Dropout 79.35 84.67 | 15.27 51.45 29.46 67.01 47.83 35.77 18.75
PyramidAT with matched Dropout 81.71 86.82 | 22.99 44.99 32.92 70.82 47.66 36.77 19.14
PyramidAT without Dropout 79.43 85.13 | 14.13  54.70 29.67 67.40 52.34 40.25 22.34

Table 7. Matched Dropout leads to better performance on in-distribution datasets than AT without Dropout.

Method M A Cl Rend.  Sketch
Pixel 80.42 19.15 47.68 4539 34.40
Patch 81.20 21.33 5030 42.87 33.75
2-level Pyramid | 81.65 22.79 4527 47.00 36.71
3-level Pyramid | 81.71 2299 44.99 47.66 36.77
4-level Pyramid | 81.66 23.21 4529 47.68 3741

Table 8. Pyramid structure ablation. This shows the effect of the
layers of the pyramid. Adding coarser layers with larger magni-
tudes typically improves performance. Patch attack is a 1-level
pyramid with shared parameters across a patch of size 16 x 16.

Method M A Cl Rend  Sketch
Ti/16 RAm=0.1 | 63.58 4.80 79.23 23.66 12.54
+Pixel AT 64.66 439 7454 3252 17.65
+Pyramid AT 6549 516 7430 29.18 1655
Ti/16 RAm=04 | 6427 4.69 78.10 2499 1347
+Pixel AT 62.78 4.05 77.67 29.75 16.35
+Pyramid AT 65.61 4.80 7472 28.89 16.14

Table 9. Results on Ti/16 with lower random augmentation. RAm
is the RandAugment [10] magnitude — larger means stronger aug-
mentation; both have RandAugment number of transforms = 1.
The strength of the random augmentation affects whether Pixel AT
improves clean accuracy; in contrast, PyramidAT provides consis-
tent gains over the baseline.

under-estimate the size or shape of the object and focus on

ImageNet Top-1 Acc

ImageNet-C mCE |

o]
N

o]
=

=— Pyramid

Top-1 Accuracy
o]
o

~
©

0 25 5 75 100 0 25 5 75 100
Average Perturbation Lo Average Perturbation Lo

Figure 2. Performance on clean and robust data as a function of
perturbation size. Pyramid performance increases as perturbation
size is increased, while pixel performance with large perturbation
size is poor

a part of the object and not the whole. This can be prob-
lematic for fine-grained classification when the difference
between two classes comes down to something as small as
the stripes or subtle shape cues (tiger shark vs great white);
or texture and context (green mamba vs vine snake). Fig-
ure 4 shows the heat maps for the average attention on im-
ages in the evaluation set of ImageNet-A. We observe that
PyramidAT tends to more evenly spread its attention across
the entire image than both the baseline and Pixel AT.

Figure 5 demonstrates the difference in representation
between the baseline, Pixel AT, and Pyramid AT models. The
pixel attacks on the baseline and PixelAT have a small
amount of structure but appear to consist of mostly texture-
level noise. In contrast, the pixel level of the PyramidAT
shows structures from the original image: the legs and back
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Original Baseline Pixel AT PyramidAT

Figure 3. Visualizations of the attention for different models. Pix-
elAT focuses aggressively on the perceived object. However, if
the object is not identified correctly, this focus can be detrimen-
tal, as shown above where large parts of the object are discarded.
PyramidAT uses a more global perspective and considers context.

12345678091011121314

Pixel AT

12345678091011121314

PyramidAT

1234567 8091011121314

Baseline

Figure 4. Averaged attentions on ImageNet-A: PyramidAT models
attend to more of the image than the baseline or Pixel AT.

Pixel AT

Image Baseline

Figure 5. Visualizations of attacks: a pixel attack on a baseline
ViT; a pixel attack on a Pixel AT ViT; and the pixel level of a pyra-
mid attack on a PyramidAT ViT. The pixel attack on the baseline
exhibits low amounts of structure and can perturb the label with
small changes. The pixel level on the PyramidAT model makes
larger changes to the structure; this suggests that the representation
is robust to semi-random noise and focuses primarily on structures.

of the dog. This suggests that the representation for the
PyramidAT model focuses on shape and is less sensitive to
texture than the baseline model.

Analysis of attacks Inspired by [02], we analyze the
pyramid adversarial training from a frequency perspective.
For this analysis, all visualizations and graphs are averaged

Random pixel Random 7Pyramid

-

Natural Images

Adversarial Pixel Adversarial Pyramid

Figure 6. Heatmaps of fourier spectrum for various perturbations.
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Figure 7. Model performance when inputs are corrupted with low-
pass/high-pass filtered noise. The Lo norm of the filtered noise is
held constant as the bandwidth is increased.

over the entire ImageNet validation set. Figure 6 shows
a Fourier heat map of random and adversarial versions of
the pixel and pyramid attacks. While random pixel noise is
evenly concentrated over all frequencies, adversarial pixel
attack tends to concentrate in the lower frequencies. Ran-
dom pyramid shows a bias towards low frequency as well, a
trend which is amplified in the adversarial pyramid. To fur-
ther explore this, we replicate an analysis from [62], where
low-pass- and high-pass-filtered random noise is added to
test data to perturb a classifier. Figure 7 gives the result for
our baseline, pixel, and pyramid adversarially trained mod-
els. While pixel and pyramid models are generally more
robust than the baseline, the pyramid model is more robust
than the pixel model to low-frequency perturbations.

Limitations The cost of our technique is increased train-
ing time. A k-step PGD attack requires k forward and back-
ward passes for each step of training. Note that this lim-
itation holds for any adversarial training and the inference
time is the same. Without adversarial training, more train-
ing time does not improve the baseline ViT-B/16.

5. Conclusion

We have introduced pyramid adversarial training, a sim-
ple and effective data augmentation technique that substan-
tially improves the performance of ViT and MLP-Mixer
architectures on in-distribution and a number of out-of-
distribution ImageNet datasets.
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