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Figure 1. HeadNeRF, a NeRF-based parametric head model, is able to render high fidelity head images in real-time, and supports directly
controlling the generated images’ rendering pose, and various semantic attributes. The images in the black area are generated by exploring
the latent space of HeadNeRF.

Abstract

In this paper, we propose HeadNeRF, a novel NeRF-
based parametric head model that integrates the neural
radiance field to the parametric representation of the hu-
man head. It can render high fidelity head images in real-
time on modern GPUs, and supports directly controlling the
generated images’ rendering pose and various semantic at-
tributes. Different from existing related parametric models,
we use the neural radiance fields as a novel 3D proxy in-
stead of the traditional 3D textured mesh, which makes that
HeadNeRF is able to generate high fidelity images. How-
ever, the computationally expensive rendering process of the
original NeRF hinders the construction of the parametric
NeRF model. To address this issue, we adopt the strategy
of integrating 2D neural rendering to the rendering pro-
cess of NeRF and design novel loss terms. As a result, the
rendering speed of HeadNeRF can be significantly acceler-
ated, and the rendering time of one frame is reduced from
5s to 25ms. The well designed loss terms also improve the
rendering accuracy, and the fine-level details of the human
head, such as the gaps between teeth, wrinkles, and beards,
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can be represented and synthesized by HeadNeRF. Exten-
sive experimental results and several applications demon-
strate its effectiveness. The trained parametric model is
available at https://github.com/CrisHY1995/headnerf.

1. Introduction
The parametric face/head model, which encodes the

human face/head in low-dimensional space, is a hot re-
search topic in computer vision and computer graphics
and widely used in many applications like identity recog-
nition [34, 52], face analysis [11, 64] and film/game pro-
duction [47], etc. Early works of the parametric face/head
model [3, 6, 11, 30, 41, 57] mainly model 3D faces with the
topologically uniformed face template mesh and usually ig-
nore to represent the non-face parts, such as hair and teeth.
With the development of deep learning, 2D generative ad-
versarial networks (GAN) [21,22] are able to directly render
photo-realistic face images without the help of 3D model-
ing. Some methods [5,9,14,26,36] further introduce seman-
tically disentangled constraints to render the face images in
a user-controlled way. However, their rendered results from
different views often tend to be inconsistent as they do not
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explicitly encode or model 3D geometry.
Recently, Mildenhall et al. [35] propose to represent

3D scenes using neural radiance fields (NeRF). This strat-
egy can synthesis photorealistic images and has emerged
as a compelling technique. Compared with the above-
mentioned generative methods, the density field from NeRF
actually implicitly encodes the 3D geometry of the scene.
Therefore, the results from NeRF have excellent multi-view
consistency. In another opinion, NeRF itself can be re-
garded as a novel 3D representation equivalent to a textured
mesh and naturally supports differentiable rendering.

Based on this observation, we apply the NeRF struc-
ture to the representation of human heads and propose
a novel NeRF-based parametric head model, HeadNeRF.
HeadNeRF inherits the excellent properties of NeRF, which
can generate high fidelity head images and maintain re-
markable multi-view consistency. Moreover, NeRF itself
supports freely changing the camera perspective used for
rendering, and thus HeadNeRF naturally supports the pose
editing of rendered images. It is challenging for the above-
mentioned 2D generative methods. In addition, HeadNeRF
intrinsically supports differentiable rendering. In contrast,
traditional 3D representations, such as mesh, point cloud,
voxel, etc., need to design various approximation meth-
ods [19, 23, 27, 28, 32] to alleviate the non-differentiable
problems of their rendering process. Therefore, compared
with the previous methods, which need to capture and pro-
cess a large amount of high-quality 3D scan data, the con-
struction of HeadNeRF only needs 2D images as input.
Specifically, we collect and process three large-scale human
head image datasets and design novel loss terms to disentan-
gle this parametric representation. With the well designed
network structure and loss function, HeadNeRF can seman-
tically disentangle the identity, expression, and appearance
of the rendered images. Fig. 1 shows some results by freely
exploring within the space of HeadNeRF.

We further integrate the volume rendering of NeRF with
2D neural rendering to achieve real-time rendering. Sim-
ilar with GIRAFFE [38] and StyleNeRF [16], this coarse
to fine strategy significantly accelerates the rendering speed
of HeadNeRF, and it can exceed 40fps without sacrificing
the rendering quality. Benefiting from its nice disentangled
representation, real-time rendering of inference, and high
fidelity generated results, we apply HeadNeRF to various
applications, including novel view synthesis from a single
face image, semantically editing face attributes, and even
facial reenactment where the expressions of one person are
transferred to another person. In summary, the main contri-
butions of this paper include:

• We propose the first NeRF-based parametric human
head model, which can directly efficiently control the
rendering pose, identity, expression, and appearance.

• We propose an effective training strategy to train the
model from general 2D image datasets, and the trained
model can generate high fidelity rendered images.

• We design and implement several novel applications
with HeadNeRF, and the results verify its effective-
ness. We believe that more interesting applications can
be explored with our HeadNeRF.

2. Related Work
Parametric Face/Head Model. As different people share
similar face shapes and appearances, human face can be
embedded into a low-dimensional parametric space. Based
on this observation, Blanz and Vetter [3] propose to build
3D morphable model (3DMM), which has been further im-
proved and widely used for 3D face representation [6, 11,
41, 51]. 3DMM decomposes the intrinsic attributes of the
face into identity, expression, and reflectance. They are en-
coded as low-dimensional vectors and can be used to restore
3D textured face mesh using corresponding blendshapes.
The scene illumination is often simultaneously modeled via
the spherical harmonics function [15]. Recently, some gen-
erative adversarial [21, 22] methods can directly generate
photorealistic face images without the aid of 3D modeling.
However, these methods pay more attention to generating
images that meet the specified distribution and lack seman-
tic and interpretable control over the image synthesis. Some
strategies, such as adding disentangled loss [9, 26, 49], em-
bedding the above-mentioned parametric face model into
generative adversarial network (GAN) [5, 14], etc., are
proposed to alleviate this problem. However, these 2D
GAN methods essentially still lack an explicit 3D geometric
structure. Therefore, the rendering results tend to be incon-
sistent as the camera pose changes.
Neural Radiance Field. NeRF [35] represents 3D scenes
using an implicit MLP-based function and shows convinc-
ing rendering quality for the novel view synthesis task.
Meanwhile, the rendering process of NeRF is inherently
differentiable. Therefore, the training of NeRF can be com-
pleted only using multi-view images with camera param-
eters. Benefiting from these advantages, NeRF has been
widely used in many fields, such as 3D modeling [53, 58],
human face/body digitization [12, 17, 42, 43, 48, 55], gener-
ating 4D free-view video [31,39], etc. Besides, many works
are proposed to further improve NeRF, including speeding
up training [1,2] and inference [13,18,44,56,59], improving
rendering quality [55], and reducing the number of required
inputs [8, 60]. Please refer to [50] for a complete summary.
NeRF-Based GANs. Some works [7, 16, 38, 45, 63] in-
tegrate NeRF with GANs to design 3D-aware generators.
Thanks to the introduction of NeRF structure, these meth-
ods generally can directly control the pose of synthesized
results and effectively improve the multi-view consistency
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Figure 2. Overview of HeadNeRF. Given semantic latent codes and camera parameters, the MLP-based implicit function hθ is utilized to
predict the density σ(x) and feature vector F (x) of the 3D point x sampled from one ray. Then we perform volume rendering to generate
a low-resolution feature map IF , which is further used to render the final result I by our well-designed 2D neural rendering module πψ .
The whole process is differentiable, and thus the construction of HeadNeRF can be completed using only 2D images.

of generated images, which is challenging for 2D genera-
tive models [21,22]. Voxel-based GANs [36,37] can allevi-
ate this problem, but their generated results tend to lack fine
details due to the voxel resolution restriction. GRAF [45] is
the first to introduce the neural radiance field into GAN. Al-
though the quality and 3D consistency of the rendering re-
sults can be improved by using this method, it still struggles
to render high-resolution and high-fidelity images due to the
expensive rendering process of the neural radiance field.
GIRAFFE [38] further improved the training and render-
ing efficiency by combining NeRF with a 2D CNN-based
neural renderer and can significantly improve the computa-
tional speed of NeRF with a slight loss of accuracy. In ad-
dition, some works [7, 16, 63] attempt to design novel ways
of applying conditions to generate more fine details.

3. Method
In this work, we propose HeadNeRF, a novel parametric

model integrating neural radiance field to human head rep-
resentation. Unlike the previous 3D mesh-based topologi-
cally uniformed face parametric model [3,4,6,30,41,51,57],
HeadNeRF takes the accelerated variant of neural radiance
field as a unified 3D proxy, which allows it to directly con-
trol the viewing pose of the rendered result and generate
high fidelity head images in real-time on modern GPUs. To
train HeadNeRF, we collected and processed three large-
scale face image datasets. Meanwhile, the novel network
structure and loss terms are well designed such that the
trained parametric model can semantically control and edit
the rendering result’s identity, expression, and appearance.

3.1. Model Representation

HeadNeRF is a NeRF-based parametric model, denoted
as R, which can render an image I with specified attributes

for a given camera parameter and some semantic codes. It
is formulated as:

I = R(zid, zexp, zalb, zill, P ), (1)

where P is the camera parameter used for rendering, in-
cluding the extrinsic matrix and the intrinsic matrix. z∗ rep-
resent the latent codes for four independent factors: iden-
tity zid, expression zexp, the albedo zalb of the face, and the
illumination zill of the scene.

3.2. Network Architecture

Similar to 3DMM, we consider that the underlying geo-
metric shape of the head image is mainly controlled by la-
tent codes related to identity and expression, and the latent
codes of albedo and illumination are responsible for the ap-
pearance of rendered heads. Therefore, the MLP-based im-
plicit function hθ of NeRF is adjusted as:

hθ : (γ(x), zid, zexp, zalb, zill) 7→ (σ, F ), (2)

where θ represents the network parameters, and the net-
work architecture of the implicit function is shown in Fig. 2.
γ(∗) is the pre-defined positional encoding from NeRF [35].
x ∈ R3 is a 3D point sampled from one ray. Like previous
works [16, 38, 63], instead of directly predicting x’s RGB,
we predict a high-dimensional feature vector F (x) ∈ R256

for the 3D sampling point x. Specifically, hθ takes as input
the concatenation of γ(x), zid, zexp and output the density
σ of x and an intermediate feature, the latter and zalb, zill
are used to further predict F (x). Thus, the prediction of the
density field is mainly affected by the identity and expres-
sion code. The albedo and illumination codes only affect
the feature vector prediction, which is consistent with our
previous description. Similarly, we remove the viewing di-
rection to avoid capturing undesired inconsistencies caused
by dataset bias [16, 63].
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Then a low-resolution 2D feature map IF ∈ R256×32×32

can be obtained by the following volume rendering strategy:

IF (r) =

∫ ∞

0

w(t) · F (r(t))dt,

where w(t) = exp(−
∫ t

0

σ(r(s))ds) · σ(r(t)).
(3)

r(t) represents a ray emitted from the camera center.
Finally, we map IF to the final predicted image I ∈
R3×256×256 with a 2D neural rendering module πψ , which
is mainly composed of 1x1 Conv2D and leaky ReLU [33]
activation layer to alleviate possible multi-view inconsistent
artifacts [16]. ψ denotes the learnable parameters. Similar
with the strategy used in StyleNeRF [16], the resolution of
IF is gradually increased through a series of upsampling
layers. The upsampling process can be formulated as:

Upsample(X) = Conv2D(Y,K)

Y = Pixelshuffle(repeat(X, 4) + βζ(X), 2),

(4)

where βζ : RD → R4D is a learnable 2-layer MLP, ζ
denotes the learnable weights, and K is a fixed blur ker-
nel [62]. Like GIRAFFE [38], we map each feature tensor
to an RGB image and take the sum of all RGB as the final
predicted image. The difference is that we use 1x1 convolu-
tion instead of 3x3 convolution to avoid possible multi-view
inconsistencies [16]. The network architecture of 2D neural
rendering module is shown in Fig. 2.

3.3. Latent Codes and Canonical Coordinate

To efficiently train HeadNeRF, we utilize the 3DMM
to initialize the latent codes of each image of our training
dataset. Specifically, we set the dimensionality of the latent
codes of HeadNeRF to be the same with the dimensionality
of the corresponding codes from 3DMM [51] and initial-
ize them by solving inverse rendering optimization [10, 54]
based on the 3DMM model. Although the initial identity
code of 3DMM only describes the geometry of the face
area (without hair, teeth, etc.), it will be adaptively adjusted
through the backpropagation gradient of training.

On the other hand, the images used for building our
model come from different channels (See sec. 3.4). To sta-
bilize the training of HeadNeRF, we need to align each im-
age’s underlying geometry to a similar center before train-
ing. To this end, for each image, we solve the above-
mentioned 3DMM parameter optimization to obtain its cor-
responding global rigid transformation T ∈ R4×4, which
transforms the 3DMM geometry from 3DMM canonical co-
ordinate to camera coordinate. We further take this transfor-
mation as the camera extrinsic parameter of the image. This
strategy actually implicitly aligns the underlying geometry
of each image to the center of the 3DMM template mesh.

…
… …

…

……

… … … …

Identity Expression Camera pose Illumination

FaceSE
IP

FaceScape
FFH

Q

Figure 3. Some human head images used for training HeadNeRF.

3.4. Datasets and Preprocessing

We collected and processed three datasets to train Head-
NeRF, and the details are described in the following.
FaceSEIP Dataset. This dataset includes 51 subjects with
different genders, ages, races, and illumination conditions.
These subjects are photographed in their daily dress-up and
asked to perform 25 specific expressions with 13 cameras
and 4 lighting conditions. This dataset contains 66300 face
images, and some instances are shown in Fig. 3. Besides,
the face mask is generated by the off-the-shelf segmenta-
tion methods [24, 61] and the images that fail to segment
foreground are manually removed.
FaceScape Dataset. This dataset is from FaceScape [57]
and contains 359 valid subjects. Each subject wears a hood
and is asked to perform 20 specific expressions. Since the
camera number of each subject is not fixed, for the con-
venience of training, we select subjects with 10 common
perspectives from all subjects and filter out the rest. We
also adopt the above-mentioned strategy to generate the face
mask for each image. In the final, it contains 124 valid sub-
jects, and some instances are shown in Fig. 3.
FFHQ Dataset. This dataset is from StyleGAN [22] and
contains 70000 high-resolution face images. The purpose
of using this dataset is to utilize various in-the-wild face
images to enhance the generalization ability of HeadNeRF.
We also apply the above segmentation strategy to generate
the segmentation mask and then manually select 4133 im-
ages with good masks. As shown in Fig. 9, this single-view
in-the-wild image dataset effectively improves the general-
ization ability of HeadNeRF.

3.5. Loss Function

All the above-mentioned images are used to train Head-
NeRF. The learnable variables include the latent codes of
each image and the shared network parameters of volume
rendering and neural rendering. The loss terms used to train
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the model include the following three terms.
Photometric Loss. For each image, it is required that the
rendered result of the head area to be consistent with the
corresponding real image, this loss term is formulated as:

Ldata = ∥Mh ⊙ (R(zid, zexp, zalb, zill, P )− IGT)∥2, (5)

where R(zid, zexp, zalb, zill, P ) is the rendered image, IGT is
the corresponding real image, Mh is the head mask and ⊙
indicates Hadamard product operator.
Perceptual Loss. Compared with the vanilla NeRF, Head-
NeRF can directly predict the color of all pixels in the ren-
dered image via one inference. Therefore, we adopt the per-
ceptual loss [20] in Eq. (6) to further improve the image
details of the rendered results.

Lper =
∑
i

∥ϕi(R(zid, zexp, zalb, zill, P ))−ϕi(IGT)∥2, (6)

where ϕi(∗) denotes the activation of the i-th layer in
VGG16 [46] network. As shown in Fig. 7, Lper can sig-
nificantly improve the details of rendered results.
Disentangled Loss. In order to achieve semantically dis-
entangled control to the rendered results, we let all images
of one subject share the same identity latent code, and the
images of the same expression with different lighting condi-
tions and different captured cameras from the same subject
share the same expression latent code.

For the purpose of disentangled representation, differ-
ent subjects with similar expression should have similar ex-
pression codes. The initial expression codes generated by
the initialization method of Sec.3.3 satisfy this requirement
thanks to the introduction of 3DMM. Therefore, we require
that the learnable expression code cannot be far away from
the initial expression code. Other attributes are also con-
strained similarly. As 3DMM mainly models the face area
without hair, teeth, etc., we relax this constraint for these
non-expression attributes. Accordingly, the loss term for
disentanglement is designed as:

Ldis =wid∥zid − z0id∥2 + wexp∥zexp − z0exp∥2+
walb∥zalb − z0alb∥2 + will∥zill − z0ill∥2,

(7)

where z∗ is the learnable latent code and z0∗ is the initial
latent code from the 3DMM model.

In summary, the overall loss of HeadNeRF is defined as:

L = Ldata + Lper + Ldis. (8)

4. Experiments
4.1. Implementation Details

We implement HeadNeRF with Pytorch [40] and the
learnable parameters are updated using Adam solver [25] on
3 NVIDIA 3090 GPUs. The sizes of different latent codes

FaceSE
IP

FaceScape
FFH

Q

Figure 4. Disentangled control on camera pose. HeadNeRF can
directly control the generated images’ rendering view and synthe-
size high fidelity rendered results with excellent multi-view con-
sistency.

(a) Adjusting camera’s position from near to far.

(b) Adjusting camera’s FoV from small to large.

Figure 5. Adjusting camera’s position and FoV.

are zid ∈ R100, zexp ∈ R79, zalb ∈ R100, and zill ∈ R27

respectively. In the volume rendering process, 64 points are
sampled for each ray. In addition, we remove the hierar-
chical volume sampling of NeRF to further speed up infer-
ence. As a result, our HeadNeRF is able to render one head
image more than 40fps without any other specific accelera-
tion or optimization. The loss weights in Eq. (7) are set to
wid = walb = will = 0.001, wexp = 0.1.

4.2. Evaluations

Disentangled Control. In this part, we test HeadNeRF’s
ability to independently control various semantic attributes
of rendered results. First, we train HeadNeRF with the
datasets mentioned in Sec. 3.4. As shown in Fig. 4, 5, for
a given combination of latent codes (zid, zexp, zalb, zill), we
can directly adjust the camera parameters to continuously
change the rendering view or edit the camera’s position and
FoV (Field of View). These rendering results have excellent
multi-view consistency and illustrate that our well-designed
2D neural rendering module effectively preserves the geo-
metric structure implicitly encoded by original NeRF.

Furthermore, we can utilize HeadNeRF to directly edit
semantic attributes of rendered results. As shown in Fig. 6,
we first sample several combinations of latent codes and
render their corresponding frontal face images. Then two
latent codes describing the same attribute are selected and
the intermediate latent code can be obtained by performing
linear interpolation on them. Finally, we update the interpo-
lation results to the relevant attributes and use HeadNeRF
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Figure 6. Disentangle facial attributes. HeadNeRF can indepen-
dently edit the specific attributes of the rendered result by per-
forming linear interpolating on the latent codes of the specified
attributes.

to re-render the head image. As shown in this figure, Head-
NeRF can maintain the remaining semantic attributes when
editing a specific attribute, which verifies that HeadNeRF
effectively disentangles different facial attributes.
Ablation Study on the Perceptual Loss. We attempt to re-
move the perceptual loss from the total loss, and record the
corresponding trained model as HeadNeRF-noPerc. Then,
for a given image in the training dataset, we use the trained
HeadNeRF and HeadNeRF-noPerc to generate their predic-
tion results respectively. As shown in Fig. 7, it can be found
that the perceptual loss does effectively enhance the fine-
level details of the generated results.
Ablation Study on 2D Neural Rendering. To further
verify the effectiveness of 2D neural rendering module in
HeadNeRF, we design the following baseline version. All
the latent codes, viewing direction and hierarchical sam-
pling are kept except the 2D neural rendering module, and
we denote this baseline as HeadNeRF-vanilla. Noting that
the baseline can only be trained using the way of sampling
batch rays due to the expensive rendering process of NeRF.
Thus, the perceptual loss is not available to the HeadNeRF-
vanilla. For a fair comparison, our HeadNeRF also removes
the perceptual loss. Then, we use FaceSEIP dataset (See
sec. 3.4) to train HeadNeRF-vanilla and HeadNeRF, respec-
tively. HeadNeRF-vanilla is trained about 7 days with 3
NVIDIA 3090 GPUs, and HeadNeRF is trained about 3
days with a single NVIDIA 3090 GPU. As shown in Fig. 8,
the results of HeadNeRF-vanilla tend to be blurred, which
may be caused by its inefficient training. In contrast, thanks
to the effectiveness and efficiency endowed by the neu-
ral rendering module, HeadNeRF can use much less train-
ing time while achieving better rendered result. Mean-
while, HeadNeRF-vanilla takes ∼5s to render a frame im-
age, while HeadNeRF can render the result in real-time .
Ablation Study on Using FFHQ Dataset. To verify the
importance of FFHQ dataset, we train two parametric mod-
els for comparison, where one is only trained with Face-
SEIP dataset and the other is trained with FaceSEIP and
FFHQ dataset. Next, the network parameters of the two
models are fixed, and we further generate the latent codes

Ground Truth w/o Perceptual Loss w/ Perceptual Loss

Figure 7. Ablation study on perceptual loss. The perceptual loss
effectively enhances the fine-level details(wrinkle in red area and
beard in green area) of the generated results.

Ground Truth HeadNeRF
-vanilla

HeadNeRF
w/o Lper

Ground Truth HeadNeRF
-vanilla

HeadNeRF
w/o Lper

Figure 8. Ablation study on 2D neural rendering. Due to the effec-
tiveness and efficiency endowed by the 2D neural rendering mod-
ule, HeadNeRF can use much less training time while achieving
better rendered results.

embedding of the selected image that does not participate
in training by minimizing the objective function Eq. (8).
The corresponding rendering results of the optimized latent
codes are shown in Fig. 9. It can be found that the introduc-
tion of FFHQ dataset significantly promotes the generaliza-
tion ability of HeadNeRF. It is worth noting that we can fur-
ther semantically modify the specified attributes of the op-
timization result based on our HeadNeRF, such as adjusting
the rendering pose and changing the expression, etc. Mean-
while, the driven results are plausible and maintain excel-
lent multi-view consistency. It shows that our HeadNeRF
has successfully learned the statistical priors of human head
from FaceSEIP dataset so that reasonable semantic editing
results can be generated. In summary, the datasets used in
our model training are complementary and effectively im-
prove the representation ability of HeadNeRF.

4.3. Comparisons

Qualitative Comparison. Fig. 10 shows the qualitative
comparison between HeadNeRF and some related state-of-
the-art methods. Each method generates several face im-
ages with different camera poses according to their sampled
noise code. Among them, pi-GAN [7], GRAF [45] and
GIRAFFE [38] are the generative models based on NeRF
structure. It can be observed that the generated results of
GRAF have obviously inconsistent artifacts, which may be
caused by GRAF’s inability to globally enforce the render-
ing results to meet the specified data distribution. Although
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Input w/o FFHQ w/ FFHQ Yaw Pitch Identity Expression Albedo Illumination

Fitting Editing

Figure 9. Ablation study on using FFHQ dataset. The introduction of FFHQ dataset significantly improves the generalization ability of
HeadNeRF. Based on HeadNeRF, we can modify the specified attributes of the optimization result only with one single image as input,
such as adjusting the rendering pose and changing the identity, expression and appearance of the rendered result.

GRAF [45] pi-GAN [7] GIRAFFE [38]

DiscoFaceGAN [9] VariTex [5] Ours

Figure 10. Qualitative comparison with state-of-the-art methods.
The undesired or inconsistent parts of other methods are marked
with rectangles.

the images generated by pi-GAN improve visual consis-
tency, they still lack details. Because of the use of dis-
criminant loss and the pure NeRF structure, pi-GAN can-
not be trained at high resolution. GIRAFFE also designs a
2D neural rendering module to accelerate the rendering pro-
cess. However, as shown in this figure, GIRAFFE doesn’t
get rid of the problem of multi-view inconsistency, which
may be caused by the 3x3 CNN in GIRAFFE damaging the
3D information encoded by the NeRF.

It needs to be pointed out that these methods are designed
for general objects, and they cannot be used to semanti-
cally edit and control various attributes of the generated re-
sults. Some other methods like VariTex [5] and DiscoFace-
GAN [9] attempt to integrate the priors from 3DMM into
2D generative models, but their rendering results still suf-
fer from multi-view inconsistencies due to the limited rep-
resentation ability of 3DMM. In contrast, HeadNeRF can
efficiently generate high fidelity images while maintaining
excellent multi-view consistency.
Quantitative Comparison. Currently, the PSNR (Peak
Signal-to-Noise Ratio) of HeadNeRF on FaceSEIP,
FaceScape, and FFHQ datasets are 29.8, 30.6, and 23.3, re-

CelebAMask-HQ FFHQ
Method L1 ↓ PSNR ↑ SSIM ↑ L1 ↓ PSNR ↑ SSIM ↑
pi-GAN [7] 0.543 24.8 0.799 0.483 24.9 0.810
GIRAFFE [38] 0.420 20.6 0.628 0.428 20.3 0.635
Ours 0.306 19.6 0.702 0.344 21.6 0.755

Table 1. Quantitative comparison with state-of-the-art generative
adversarial models based on NeRF structure. Some metrics about
fitting a single image are calculated.

Input pi-GAN [7] GIRAFFE [38] Ours

Figure 11. Fitting results of different methods. The figure with red
box is the fitting result, and others are generated by changing the
rendering pose of the fitting result.

spectively. To further quantitatively evaluate the effective-
ness of HeadNeRF, we randomly select 400 in-the-wild face
images from the CeleAMask-HQ dataset [29] and the test
dataset of FFHQ [21], respectively. These images are used
as the evaluation dataset and did not participate in the train-
ing of HeadNeRF at all. For each image in the evaluation
dataset, the fitting results of pi-GAN [7], GIRAFFE [38]
and our HeadNeRF are obtained by solving the inverse ren-
dering optimization. For pi-GAN, the official fitting code
and pre-training model are used. For GIRAFFE, we use
the official pre-trained model, and the fitting code is im-
plemented by ourselves. Then, the mean L1 distance, the
PSNR, and the SSIM (Structure Similarity Index) is calcu-
lated between the input image and fitting results. The sta-
tistical results are shown in Tab. 1.

Although the PSNR and SSIM of pi-GAN are optimal,
we find that the fitting results of pi-GAN are often prone to
overfitting. As shown in Fig. 11, the fitting result of pi-GAN
is indeed visually optimal. However, if we edit and change
the rendering pose of the fitting result, the rendered results
often become blurred and damaged. On the other hand, GI-
RAFFE can generate plausible rendered results when we
change the rendering pose of GIRAFFE’s fitting result, but
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Figure 12. Expression Transfer. HeadNeRF is used to transfer facial expressions from the reference video to the persons in target images.

the multi-view consistency of the rendered results is unde-
sired. Compared with GIRAFFE, HeadNeRF has higher
fitting accuracy and can maintain better multi-view consis-
tency. Please note that our HeadNeRF can further mod-
ify and edit other semantic attributes, including identity, ex-
pression and appearance. As shown in Fig. 9.

4.4. Application: Expression Transfer

As HeadNeRF has strong representation ability and can
disentangle various attributes of the rendered result, it can
be used for many applications such as novel-view synthe-
sis, style mixing, etc,. In this part, we utilize HeadNeRF to
perform expression transfer, i,e., transfer the facial expres-
sions from the reference video to the people in target pic-
ture. To this end, we only need to extract the latent codes
of all images from the reference video and the target image,
and replace the expression latent code of the target image
with the expression latent codes from the reference video.
Finally, the trained HeadNeRF is employed to generate the
desired face image sequence where the characters in the tar-
get image are driven to make expressions from the reference
video. The qualitative results are shown in Fig. 12.

5. Limitation and Future Work

There still exist some limitations in HeadNeRF. Al-
though images from FFHQ dataset are added to enhance
the representation ability of HeadNeRF, the current training
dataset is still not enough to cover various cases. For images
that are quite different from our training data, HeadNeRF
can only return similar results for the fitting task. As the
examples shown in Fig. 13, because our training data rarely
involves images with headgear, it is difficult to render the
content of the headgear in the fitting results of HeadNeRF.
In the future, we consider using a large amount of in-the-
wild face image data to further enhance the representation
ability of HeadNeRF in a self-supervised manner.

The current training dataset only contains four types of
illuminations in our multi-view dataset (FaceSEIP), which

… …

(a) Input Fitting (b) Continuously change the illumination latent code

Figure 13. Failure results of fitting and re-illumination.

is insufficient for the coverage of illumination types. There-
fore, when we edit the illumination attribute, the change
of image shading is not like a continuous movement of the
light source position. In the future, we can consider adding
data captured by the light stage to alleviate this problem.

6. Conclusion
In this paper, we proposed HeadNeRF, a novel NeRF-

based parametric head model that integrates neural radiance
field to parametric human head representation. Thanks to
our well-designed network module and loss terms, Head-
NeRF can render high fidelity head images in real-time
on modern GPUs and support directly controlling the pose
of rendered images and independently editing the iden-
tity, expression, and appearance of generated images. Ex-
tensive experimental results have demonstrated that Head-
NeRF outperforms state-of-the-art related models. We be-
lieve that HeadNeRF has taken a significant step toward the
realistic digital human.
Ethic discussion. Misusing our method may raise ethical
issues, and the corresponding wrongdoing should be strictly
prohibited. Therefore, we require that the media data gen-
erated by our method clearly presents itself as synthetic.
Moreover, we strictly prohibit using our method to infringe
rights, spread misinformation, tarnish reputations, etc.
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