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Abstract

Weakly supervised temporal action localization aims to
localize temporal boundaries of actions and simultaneously
identify their categories with only video-level category la-
bels. Many existing methods seek to generate pseudo la-
bels for bridging the discrepancy between classification and
localization, but usually only make use of limited contex-
tual information for pseudo label generation. To alleviate
this problem, we propose a representative snippet summa-
rization and propagation framework. Our method seeks to
mine the representative snippets in each video for propagat-
ing information between video snippets to generate better
pseudo labels. For each video, its own representative snip-
pets and the representative snippets from a memory bank
are propagated to update the input features in an intra-
and inter-video manner. The pseudo labels are generated
from the temporal class activation maps of the updated fea-
tures to rectify the predictions of the main branch. Our
method obtains superior performance in comparison to the
existing methods on two benchmarks, THUMOS14 and Ac-
tivityNet1.3, achieving gains as high as 1.2% in terms of
average mAP on THUMOS14. Our code is available at
https://github.com/LeonHLJ/RSKP.

1. Introduction
Temporal action localization in videos has a wide range

of applications in different scenarios. This task aims to lo-
calize action instances in untrimmed videos along the tem-
poral dimension. Most existing methods [4, 18, 19, 46, 54]
are trained in a fully supervised manner where both video-
level labels and frame-wise annotations are provided. In
contrast to these strong supervision based methods, weakly-
supervised temporal action localization method attempt to
localize action instances in videos, leveraging only video-
level supervisions. This setting enables the method to by-
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Figure 1. Two examples of the action of “Clean and Jerk”. The
barcode is the ground-truth (GT). The line charts are snippet-wise
classification scores. We show the detection results of two meth-
ods, TSCN [50] and STPN [33]. The instance in the orange box is
hard for both the two methods, because most of the snippets show
only a part of the athlete. In contrast, the instances (black box and
green box) with frontal view and whole body is much easier to be
detected. A direct way to address this issue would be to propagate
(red lines) knowledge of representative snippets to other snippets.

pass the manual annotations of temporal boundaries, which
are laborious, expensive and prone to large variations [39].

Due to the absence of fine-grained annotations, exist-
ing works mainly embrace a localization-by-classification
pipeline [42, 53], where a classifier is trained with video-
level annotations of action categories [31] and is used to
obtain a sequence of class logits or predictions, i.e., tempo-
ral class activation maps (TCAMs). Usually, detection re-
sults are obtained from TCAMs via a post-processing step
[33,42] (e.g., thresholding) or a localization branch [23,41].
Therefore, the quality of TCAMs determines the upper
bound of the model. However, there is generally be a dis-
crepancy between classification and localization [20,22,24].
Since each video generally contains multiple snippets1, with
only video-level annotations, the model would easily fo-
cus on the contextual background or discriminative snippets
that contribute most to video-level classification, which hin-

1In this paper, we view snippets as the smallest granularity since the
high-level features of consecutive frames vary smoothly over time [11,45].
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ders the generation of high quality TCAMs.
To address this issue, pseudo label-based methods [27,

35, 49, 50] were proposed to generate snippet-wise pseudo
labels for bridging the gap between classification and lo-
calization. However, existing methods only leverage lim-
ited information, i.e., the information within each snippet,
to generate pseudo labels, which is insufficient to generate
high quality pseudo labels. In Figure 1, we show the detec-
tion results of two methods. The first method TSCN [50]
is a pseudo label-based method, while the second method
STPN [33] is a simple baseline model without using pseudo
labels. As we can see, even if TSCN achieves much gain
over STPN, neither of the two methods successfully detects
the difficult action instance in the orange box, which only
shows partial body of the athlete. Obviously, the pseudo
labels generated from the inaccurate TCAMs are also inac-
curate. In contrast, for the easy instance, e.g., the one in the
blue box, both of the two methods accurately detect it.

The above observation motivate us to introduce contex-
tual information for pseudo label generation. Specifically,
we propose to propagate the knowledge of those represen-
tative snippets (e.g., the black and blue boxes in Figure 1)
in an intra- and inter-video manner to facilitate the pseudo
label generation, especially for those difficult snippets (e.g.,
the orange box in Figure 1). To achieve this goal, a major
issue is how to determine the representative snippets and
how to propagate their useful knowledge to other snippets.
Besides, it should be effective to summarize and propagate
snippet-level knowledge across videos, so as to take advan-
tage of the large variation of videos in a large scale dataset.

We present a representative snippet knowledge propaga-
tion framework. To facilitate knowledge propagation, we
propose to mine the representative snippets, which can mit-
igate the influence of outlier snippets to serve as a bridge
to propagate knowledge between snippets. Specifically, we
utilize the expectation-maximization (EM) attention [17] to
handle the variations caused by different camera views [51],
sub-action differences [8, 20], confusing background con-
text [22, 24] and to capture the important semantic of each
video, which are severed as the representative snippets in
our method. After that, we employ a memory bank to store
representative snippets of high confidences for each class.
This design enables our method to leverage representative
snippets in an inter-video fashion, and also avoids much
GPU memory cost during training. Furthermore, to prop-
agate the knowledge of representative snippets, we propose
a bipartite random walk (BiRW) module, which integrates
the random walk operation to update the features of the in-
put video with intra- and inter-video representative snippets.
The TCAMs of the updated features serve as online refined
pseudo labels to rectify the predictions of the main branch.

The contribution of this paper is three-fold. (a) We pro-
pose a novel representative snippet knowledge propagation
framework for weakly supervised temporal action localiza-
tion, which generates better pseudo labels via representative

snippet knowledge propagation to effectively alleviates the
discrepancy between classification and detection. (b) The
proposed framework can be applied to most existing meth-
ods to consistently improve their localization performance.
(c) Compared with state-of-the-art methods, the proposed
framework yields improvements of 1.2% and 0.6% aver-
age mAP on THUMOS14 and ActivityNet1.3.

2. Related Work

As stated in [20, 30, 31], there is generally a discrep-
ancy between classification and localization in this task. Re-
cently, many efforts have been made to solve this issue. We
divide these methods into four categories.

The first category is the metric learning-based methods.
For example, W-TALC [36], 3C-Net [32], RPN [7] and
A2CL-PT [29] employed the center loss [44], clustering
loss [48], triplet loss [40], etc. to learn intra-class compact
features. However, these methods starts from the perspec-
tive of classification, that is, they learn video-level fore-
ground features [7,36] or class-wise features [29,32] to en-
force intra-class compactness. Whereas, these video-level
features are aggregated from those discriminative snippets,
they can hardly influence those less-discriminative features
in the snippet-level. In contrast, our method is from the per-
spective of detection, which generates better snippet-wise
pseudo labels by propagating the knowledge of representa-
tive snippets, so as to obtain better detection results.

The second category is the erasing-based methods,
whose representative methods are Step-by-Step Erasion
[55] and A2CL-PT [29]. These methods is based on the ad-
versarial complementary learning [52], which first finds the
discriminative regions and then tries to weight more less-
discriminative regions from the remaining regions. How-
ever, it is difficult to set a proper number of steps for differ-
ent categories with different complexities.

The methods of the third category are built on a multi-
branch [20] or multi-attention architecture [9, 10, 22, 24].
These methods adopted a similar idea to the second cate-
gory’s methods, except for the parallel processing. To avoid
trivial solutions, these methods require additional regular-
ization terms to make branches or attention scores different
or complementary. Likewise, it is difficult to define a proper
number of branches or attentions for all action categories.
Our method is also a multi-branch architecture. However,
the additional branch generates online pseudo labels for the
main branch. Therefore, instead of forcing branches to be
different, we force them to be similar.

The fourth category is the pseudo label-based methods.
RefineLoc [35] is the first method that generates snippet-
level hard pseudo labels for WTAL. However, it simply ex-
panded previous detection results to obtain pseudo labels,
which may result in over-complete proposals. EM-MIL
[27] put the pseudo-label generation into an expectation-
maximization framework. TSCN [50] proposed to generate
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Figure 2. The overview of our method. We first extract snippet-wise features by using a fixed-weighted backbone network appended with
a small learnable network. We utilize the expectation-maximization (EM) Attention [17] to learn a Gaussian mixture model (GMM) for
each video, whose mean vectors are treated as the representative snippets. We use a memory bank to store representative snippets with high
prediction scores for each class. To propagate representative snippets, we propose a bipartite random walk (BiRW) module to gradually
update the original features. Given the original features and the updated features, we feed them into three parallel classification heads with
sharing parameters. The output TCAMs of the two branches of the updated features are first fused and then serve as the online refined
pseudo labels to rectify the predictions of the main branch.

snippet-level pseudo labels from late fusion attention se-
quence. UGCT [49] presented an uncertainty guided col-
laborative training strategy to generate pseudo labels with
modality collaborative learning and uncertainty estimation.
Despite the success of these methods, they leverage little
contextual information for pseudo label generation.

3. Proposed Method
In this section, we elaborate on the proposed method.

The illustration of the overall method is shown in Figure 2.

Problem definition. Let V = {vt}Lt=1 be a video of tem-
poral length L. Each video is divided into a series of non-
overlapping snippets. Assume that we have a set of N train-
ing videos {Vi}Ni=1 being annotated with their action cate-
gories {yi}Ni=1, where yi is a binary vector indicating the
presence/absence of each of k action. During inference, for
a video, we predict a set of action instances {(c, q, ts, te)},
where c denotes the predicted action class, q is the confi-
dence score, ts and te represent the start time and end time.
Overview. We propose a representative snippet knowl-
edge summarization and propagation framework for gen-
erating better snippet-level pseudo labels to enhance the fi-
nal localization performance. Pseudo labels have an im-
portant role for bridging the gap between classification and
detection. Nevertheless, existing methods merely leverage
contextual information for pseudo label generation, lead-
ing to inaccurate pseudo labels and compromising perfor-
mance. Our key idea is to generate pseudo labels by prop-
agating the knowledge of representative snippets, which
act as a bridge between discriminative snippets and less-
discriminative snippets, thereby indirectly propagate infor-
mation between all snippets and producing accurate pseudo
labels to improve the model’s performance. In our method,
we first extract video features by a feature extraction mod-
ule. After that, we summarize the representative snippets
from the extracted video features. The representative snip-
pets with high confidences are maintained in a memory

bank. For each video, we leverage both the intra- and
inter-video representative snippets that are retrieved from
the memory bank. A bipartite random walk module is in-
troduced to update the video features with the two kinds
of representative snippets. Given the video features and
the updated video features, we feed them into three paral-
lel classification heads with sharing parameters. The output
TCAMs of the two branches corresponding to the updated
features are first fused and then serve as the online refined
pseudo labels to rectify the predictions of the main branch.
Feature extraction. Given a video, we first divide it into
a series of non-overlapping snippets. Following [33,36], we
utilize a fixed-weight backbone network, Inflated 3D (I3D)
[3] pre-trained on the Kinetics-400 dataset [13], to encode
appearance (RGB) and motion (optical flow) information
into a d = 2048 dimensional feature for each snippet. The
I3D features are encoded into latent embeddings F ∈ Rl×d

with a convolutional layer, where l is the number of video
snippets of a video. We take F as the input of our model.
Classification head. The classification head is used to
generate TCAMs, it can be any existing WSTAL methods.
To generate high-quality TCAMs and improve the lower
bound of our method, we use the recent FAC-Net [9] as
the classification head for its simple pipeline and promis-
ing performance. Note that, there are some modifications
to FAC-Net in our method. First, we discard the class-
wise foreground classification head in our method, since the
commonly used class-agnostic attention head and multiple
instance learning head already enable our method to achieve
a high baseline performance. Second, we use the sigmoid
rather than the softmax function to obtain normalized fore-
ground scores. This setting enables our method to use the
attention normalization term [50] to obtain highly confident
representative snippets. Third, we do not use the hybrid at-
tention strategy that is designed to alleviate the discrepancy
between classification and detection.

In the following sections, we first investigate how to ob-
tain summarizations of the representative snippets and to
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propagate their information to all other snippets.

3.1. Representative Snippet Summarization
A naı̈ve way to obtain representative snippets would be

to select the snippets with high prediction scores, i.e., dis-
criminative snippets. However, as shown in Figure 3, even
after large-scale pre-training, there are generally low simi-
larities between discriminative snippets and other snippets
of the same category. Intuitively, representative snippets
should be able to describe most of the snippets of the same
class, so as to act as a bridge to associate the snippets of the
same class for knowledge propagation. It is therefore inef-
fective to directly propagate the information of the discrim-
inative snippets to other snippets. Therefore, we propose to
summarize the representations of video snippets to obtain
representative snippets of each video. In Figure 3, we can
see that using cluster centers via clustering video snippet
features (e.g., k-means, spectral clustering and agglomera-
tive clustering) as the representative snippets achieves much
better performance on building stronger relations with other
snippets. According to our experiments, using the cluster-
ing methods to summarize representative snippets is impor-
tant to achieve high detection performance.

In this work, we employ the expectation-maximization
(EM) attention [17] to generate the representative snippets
of each video. EM attention uses a special EM algorithm
based on Gaussian mixture model (GMM) [37]. Specif-
ically, a separated GMM is adopted to capture the fea-
ture statistics of each video and models the distribution of
fi ∈ Rd (the i-th snippet feature of F ∈ Rl×d) as a linear
composition of Gaussians as follow,

p (fi) =
∑n

k=1
zikN (fi|µk,Σk) , (1)

where n is the number of Gaussians, µk ∈ Rd, Σk ∈ Rd×d

and zik denote the mean, covariance and weight for the k-th
Gaussian. Following [17], we replace the covariance with
identity matrix I and leave out it in the following equations.

As shown in Figure 4 (top), the EM attention starts from
the randomly initialized means µ(0) ∈ Rn×d. At the t-th
iteration, it first performs the E step to calculate the new
weights Z(t) ∈ Rt×n of Gaussians as

Z(t) = softmax
(
λNorm2(F)Norm2(µ

(t−1))⊤
)
, (2)

where λ denotes a hyper-parameter to control the smooth-
ness of the distribution. The Norm2(F) denotes the l2-norm
along each row of F. The softmax operation is performed
along each row of Z. Therefore, z(t)ik denotes the probability
that the snippet feature fi is generated by the k-th Gaussian.
After the E step, the M step turns to update the means µ as

µ(t) = Norm1(Z
(t))⊤F, (3)

where Norm1(Z
(t)) denotes the column-wise l1 normaliza-

tion for Z(t). We can see that Equation (3) updates the
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Figure 3. We assign each representative snippet with the label of
its nearest snippet and then select the snippets of the same category
according to the ground truth. We plot the proportion of the num-
ber of snippets, whose similarities to the representative snippet are
higher than a certain threshold (0.1:0.9), to the total number of
snippets of the same category. The results of EM-Att is calculated
upon our full model. Other results are based on the features of a
well learned baseline model, which takes the video features F as
input and contains one classification head.

means using the weighted summation of the features F. The
i-th row and the k-th column of Norm1(Z

(t)) represents the
membership values of the feature fi to the k-th Gaussian.
Besides, the normalization also ensures the updated µ lies
in the same embedding space as F. Therefore, alternately
executing Equations (2) and (3) captures global contexts of
a video in a non-local [43] but more efficient way, owing to
the much smaller size of the means µ(t) ∈ Rn×d compared
with the video features F ∈ Rl×d (l ≫ n).

We integrate two EM iterations in our network to obtain
the promising representative snippets (i.e., µ(2)). As a re-
sult, unlike [17] that uses the moving averaging to update
the initialized means µ(0) to prevent gradient vanishing or
explosion caused by too many iterations, we update the ini-
tialized means by standard back propagation. Besides, it
is interesting that when we initialize µ(0) with a (semi) or-
thogonal matrix [38], even if we fix the initialized means
(i.e., EM-Att w/o BP in Figure 3), the obtained representa-
tive snippets are more representative than the cluster centers
of other clustering methods. In our experiments, EM atten-
tion without back propagation achieves much better perfor-
mance than other clustering methods. When we update the
initial means µ(0) by standard back propagation (i.e., EM-
Att in Figure 3), they can capture the feature distribution of
the dataset and achieves the optimal performance.

To make the equations clear and avoid confusion, we de-
note the online calculated representative snippets as µa.

3.2. Representative Snippet Memory Bank

After obtaining the representative snippets of each video,
we use a memory bank to store representative snippets of
all videos with high confidences for each class. The insight
is that different videos may contain action instances of the
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Figure 4. Illustration of the representative snippet summarization
(top) and representative snippet propagation (bottom). The gray
lines denote the E step, while the red lines denote the M step.

same class but with different appearances. Therefore, prop-
agating representative snippets in an inter-video manner via
the memory bank takes advantage of the large variation of
many videos of each class to facilitate the network to rec-
ognize those difficult action instances.

Specifically, we maintain two memory tables for stor-
ing the features of representative snippets and their scores,
respectively. We denote the memory table of the repre-
sentative snippets as M ∈ Rc×s×d, where c is the num-
ber of classes and s denotes the number of memory slots
(representative snippets) for each class. Given the repre-
sentative snippets of a video, we utilize the action classifier
in the classification head to obtain their class predictions.
We then compare their prediction scores of the ground truth
class with the representative snippets in the memory table
M, the ones with higher prediction scores are archived into
the memory table M. Simultaneously, the corresponding
scores in the score memory table are also updated. In sum-
mary, we only keep the representative snippets of the top-s
scores in the memory table M.

Consequently, for each video, we have the online repre-
sentative snippets µa learned from the current video, and
the offline representative snippets µe retrieved from the
memory table M corresponding to the ground truth classes.

3.3. Representative Snippet Propagation

Given the online and offline representative snippets µa

and µe, a challenge is how to propagate the representative
snippets to snippet features F of the current video. Intu-
itively, a direct way is to use the affinity Z∗ (∗ is a or e
corresponding to µa or µe) calculated by Equation (2) to
conduct a random walk operation [1] as Z∗µ∗. In practice,
we would like the updated features do not deviate too far
from the video features F. Therefore, the propagation pro-
cess can be formulated as F∗ = w · Z∗µ∗ + (1 − w) · F,
where w denotes a parameter [0, 1] that controls the trade-
off between feature propagation and the original features.
However, even if the representative snippets have high sim-
ilarities with most of the snippets of the same class, it is

impractical to fully propagate the knowledge of the repre-
sentative snippets via a single pass of propagation. We find
that, the representative snippets µ∗ and the video features F
actually make up a complete bipartite graph, whose affini-
ties are depicted by Z∗. Therefore, we propose a bipar-
tite random walk (BiRW) module to enable multiple passes
of propagation to fully fuse representative snippets’ knowl-
edge into the video snippet features.

Specifically, there are multiple iterations in the BiRW. At
the t-th iteration, the propagation process is formulated as

µ∗(t) =w ·Norm1(Z
∗)⊤F∗(t−1) + (1− w) · µ∗(0), (4)

F∗(t) =w · Z∗µ∗(t) + (1− w) · F∗(0), (5)

where F∗(0) and µ∗(0) are the video snippet features F
and the representative snippets µa or µe, respectively. As
shown in Figure 4 (bottom), Equations (4) and (5) can be
also viewed as a EM process, which fixes the affinity Z∗

to alternately update F and µ∗. The representative snippets
therefore not only are used for propagating representative
knowledge (Equation (5)) but also serve as a bridge to prop-
agate the knowledge between the features of F (Equation
(4)). Due to their representativeness, they can better prop-
agate information between features of the same class. This
process can be conducted for multiple times to fully fuse
representative snippets’ knowledge. To avoid gradient van-
ishing or explosion caused by the unrolled computational
graph, we use an approximate inference formulation as (the
detail is available in the supplementary materials)

F∗ = (1− w)(I− w2Z∗ Norm1(Z
∗)⊤)−1(wZ∗µ∗ + F). (6)

We can also follow Equation (6) to obtain further refined
representative snippets to store in the memory bank. Nev-
ertheless, we find that this way achieves comparable perfor-
mance with using the original representative snippets. The
reason may be that µa has been stable enough after sev-
eral EM iterations. Besides, there is another feasible way
to update the video features F by fixing the representative
snippets µ∗ and alternately updating F and Z∗. Neverthe-
less, its performance is comparable with Equations (4) and
(5) but inferior to Equation (6). Note that, rather than con-
catenating µa and µe to propagate representative snippets,
we use Equation (6) to propagate the knowledge of µa and
µe, respectively. This design is to prevent µa, which is
extracted from the same video of F, being dominated in
the propagation. Consequently, after representative snippet
propagation, we obtain the updated intra-video features Fa

and the updated inter-video features Fe, respectively.

3.4. Training Objectives
Given the original video snippet features F and the up-

dated features Fa, Fe, we feed them into three parallel
classification heads with sharing parameters to output their
TCAMs T, Ta and Te, respectively. The TCAMs Ta and
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Te are weightedly summed to obtain the TCAMs Tf that
contains both intra- and inter-video representative snippet
knowledge. We take Tf as the online pseudo labels for su-
pervising the TCAMs T as

Lkd = −1

l

∑l

i=1
Tf (i)log(T(i)), (7)

where l is the number of snippets. The total loss is the sum-
mation of the loss Lkd, the video classification loss Lcls of
the three classification heads and the attention normaliza-
tion loss Latt [50] that is only applied to the main branch.

L = Lcls + αLkd + βLatt, (8)

where α and β are balancing hyper-parameters.

4. Experiments
4.1. Datasets
THUMOS14. [12] We use the subset from THUMOS14
that offers frame-wise annotations for 20 classes. We train
the model on 200 untrimmed videos in its validation set and
evaluate it on 212 untrimmed videos from the test set.
ActivityNet1.3. [2] This dataset covers 200 daily activi-
ties and provides 10,024 videos for training, 4,926 for vali-
dation and 5,044 for testing. We use the training set to train
our model and the validation set to evaluate our model.

4.2. Implementation Details
Training details. Our method is trained with a mini-
batch size of 10 and 16 with Adam [14] optimizer for
THUMOS14 and ActivityNet1.3, respectively. The hyper-
parameters w, λ, α and β are 0.5, 5.0, 1.0 and 0.1, respec-
tively. Since the representative snippets are not well learned
at the beginning, we only utilize the intra-video representa-
tive snippets in the first 100 epochs, and then add the mem-
ory bank into the training process. The training procedure
stops at 200 epochs with the learning rate 5× 10−5.
Testing details. We take the whole sequence of a video as
input for testing. When localizing action instances, the class
activation sequence is upsampled to the original frame rate.
We utilize the main branch and the branch of intra-video
representative snippets for testing. Their video prediction
scores and TCAMs are fused by weighted sum. During de-
tection, We first reject the category whose class probability
is lower than 0.1. Following [15], we use a set of thresholds
to obtain the predicted action instances.

4.3. Comparison with State-of-the-art Methods
We compare our method with state-of-the-art weakly

supervised methods and several fully supervised methods.
The results are shown in Tables 1 and 2. On the THU-
MOS14 dataset, our method evidently outperforms the pre-
vious weak-supervised approaches in terms of almost all
metrics. On the important criterion: average mAP (0.1:0.5),

Table 1. Results on ActivityNet1.3 validation set. AVG indicates
the average mAP at IoU thresholds 0.5:0.05:0.95.

Method mAP @ IoU
0.5 0.75 0.95 AVG

TAL-Net [4] 38.2 18.3 1.3 20.2
BSN [19] 46.5 30.0 8.0 30.0
GTAN [25] 52.6 34.1 8.9 34.3
BaS-Net (I3D) [15] 34.5 22.5 4.9 22.2
A2CL-PT (I3D) [29] 36.8 22.0 5.2 22.5
ACM-BANet (I3D) [30] 37.6 24.7 6.5 24.4
TSCN (I3D) [50] 35.3 21.4 5.3 21.7
WUM (I3D) [16] 37.0 23.9 5.7 23.7
TS-PCA (I3D) [21] 37.4 23.5 5.9 23.7
UGCT (I3D) [49] 39.1 22.4 5.8 23.8
AUMN (I3D) [26] 38.3 23.5 5.2 23.5
FAC-Net (I3D) [9] 37.6 24.2 6.0 24.0
Ours (I3D) 40.6 24.6 5.9 25.0

we surpass the state-of-the-art method [6] by 1.2%. We also
notice that our method achieves better results at IoU 0.1 to
0.5 compared with some recent fully-supervised methods.
Even if some methods (i.e., Weak † in Table 2) utilize ad-
ditional weak supervisions, such as action frequency, our
method still outperforms these methods, indicating the ef-
fectiveness of our method. On the larger ActivityNet1.3,
our method still outperforms all existing weakly supervised
methods by 0.6% on average mAP.

4.4. Ablation Study

We conduct a series of ablation studies on THUMOS14.
Unless explicitly stated, we do not utilize the memory bank.

Representative snippet summarization. To validate the
effectiveness of the representative snippets, we need to con-
sider: (1) Is generating the representative snippets neces-
sary? (2) If yes, what is an effective way to generate the
representative snippets? To answer the two questions, we
conduct several experiments in Tables 3 and 4.

We first define a baseline model, which is the same as our
main branch that comprises one classification head and also
uses the attention normalization loss. As we can see, when
we introduce the representative snippets and add the second
branch that takes the refined features Fa as input, even if
without the supervision between the two branches, the per-
formance is significantly improved over the baseline model.
This phenomenon demonstrates the importance of the rep-
resentative snippets, which makes the model to focus on the
representative snippets and thus improves the recognition
ability for the whole action class. When we further utilize
the TCAMs of the updated features as the online pseudo la-
bels, our method achieves absolute gains of 4.1% and 7.4%
in terms of average mAP, over the method with only repre-
sentative snippets and the baseline model. To further vali-
date the necessity of the representative snippets, we replace
representative snippets with the original video features F,
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Table 2. Comparisons of detection performance on THUMOS14. UNT and I3D represent UntrimmedNet features and I3D features,
respectively. † means that the method utilizes additional weak supervisions, e.g., action frequency.

Supervision Method Feature mAP @ IoU (%) AVG
(0.1:0.5)

AVG
(0.3:0.7)

AVG
(0.1:0.7)0.1 0.2 0.3 0.4 0.5 0.6 0.7

Full
SSN [54] (ICCV’17) - 60.3 56.2 50.6 40.8 29.1 - - 49.6 - -
BSN [19] (ECCV’18) - - - 53.5 45.0 36.9 28.4 20.0 - 36.8 -
GTAN [25] (CVPR’19) - 69.1 63.7 57.8 47.2 38.8 - - 55.3 - -

Weak † STAR [47] (AAAI’19) I3D 68.8 60.0 48.7 34.7 23.0 - - 47.0 - -
3C-Net [32] (ICCV’19) I3D 59.1 53.5 44.2 34.1 26.6 - 8.1 43.5 - -

Weak

CleanNet [23] (ICCV’19) UNT - - 37.0 30.9 23.9 13.9 7.1 - 22.6 -
RPN [7] (AAAI’20) I3D 62.3 57.0 48.2 37.2 27.9 16.7 8.1 46.5 27.6 36.8
TSCN [50] (ECCV’20) I3D 63.4 57.6 47.8 37.7 28.7 19.4 10.2 47.0 28.8 37.8
EM-MIL [27] (ECCV’20) I3D 59.1 52.7 45.5 36.8 30.5 22.7 16.4 45.0 30.4 37.7
A2CL-PT [29] (ECCV’20) I3D 61.2 56.1 48.1 39.0 30.1 19.2 10.6 46.9 29.4 37.8
HAM-Net [10] (AAAI’21) I3D 65.4 59.0 50.3 41.1 31.0 20.7 11.1 49.4 30.8 39.8
WUM [16] (AAAI’21) I3D 67.5 61.2 52.3 43.4 33.7 22.9 12.1 51.6 32.9 41.9
AUMN [26] (CVPR’21) I3D 66.2 61.9 54.9 44.4 33.3 20.5 9.0 52.1 32.4 41.5
CoLA [51] (CVPR’21) I3D 66.2 59.5 51.5 41.9 32.2 22.0 13.1 50.3 32.1 40.9
TS-PCA [21] (CVPR’21) I3D 67.6 61.1 53.4 43.4 34.3 24.7 13.7 52.0 33.9 42.6
UGCT [49] (CVPR’21) I3D 69.2 62.9 55.5 46.5 35.9 23.8 11.4 54.0 34.6 43.6
ASL [28] (CVPR’21) I3D 67.0 - 51.8 - 31.1 - 11.4 - - -
CO2-Net [6] (MM’21) I3D 70.1 63.6 54.5 45.7 38.3 26.4 13.4 54.4 35.6 44.6
D2-Net [31] (ICCV’21) I3D 65.7 60.2 52.3 43.4 36.0 - - 51.5 - -
FAC-Net [9] (ICCV’21) I3D 67.6 62.1 52.6 44.3 33.4 22.5 12.7 52.0 33.1 42.2
Ours I3D 71.3 65.3 55.8 47.5 38.2 25.4 12.5 55.6 35.9 45.1

Table 3. Evaluation of the necessity and effectiveness of the repre-
sentative snippet generation. Baseline comprises one classification
head and takes the video snippet features F as input.

Method mAP @ IoU
0.3 0.5 0.7 AVG

Baseline 45.2 29.9 10.2 36.8
+ representative snippets 48.7 33.1 11.5 40.1
+ pseudo label supervision 54.5 37.3 12.5 44.2
+ memory bank 55.8 38.2 12.5 45.1
replace µa with F 52.4 35.5 11.7 42.4

Table 4. Evaluation of different approaches of generating repre-
sentative snippets. EM-Att denotes the EM attention.

Method mAP @ IoU
0.3 0.5 0.7 AVG

Discriminative snippets 45.0 25.0 6.8 34.8
k-Means 51.7 34.1 11.7 41.5
Agglomerative Clustering 50.0 32.3 11.2 40.1
Spectral Clustering 50.5 31.6 11.1 40.4
EM-Att w/o BP 53.1 35.2 12.1 42.8
EM-Att 54.5 37.3 12.5 44.2

and thus the BiRW module becomes a vanilla random walk
module. It is noteworthy that the replace µa with F in Ta-
ble 3 also obtains significant gain over the baseline model,
but 1.8% lower on average mAP than our method using the
representative snippets under the same setting. Besides, our
method contains both the intra- and inter-video represen-
tative snippets achieves the best performance of 45.1% on
average mAP, indicating the importance of propagating the
representative snippets across videos.

To answer the second questions, we also explore sev-

Table 5. Evaluation of the representative snippet propagation.

Method mAP @ IoU
0.3 0.5 0.7 AVG

Random walk Zaµa 45.0 25.0 6.8 34.8
Equation (6) 54.5 37.3 12.5 44.2
Propagate scores 49.5 28.8 8.2 38.5
Propagate features w/o Lcls 48.2 28.4 8.3 37.7

eral strategies for representative snippet generation. As dis-
cussed earlier, we first verify the way of selecting discrim-
inative snippets. It is unsurprised that this way deteriorates
the performance of the baseline model, because it makes
the model only focus on those discriminative snippets and
thus weakens the detection ability. In contrast, some tra-
ditional clustering methods, such as k-means, agglomera-
tive clustering and spectral clustering achieve evident gains
over the baseline model. We also evaluate the DBSCAN [5].
However, as training progresses, it is hard to update proper
hyper-parameters for DBSCAN, leading to very low perfor-
mance. It is noteworthy that the EM-Att w/o BP achieves
a high performance of 42.8% in terms of average mAP,
which is much better than other clustering methods. It may
attribute to its orthogonal initialization, which enables the
learned representative snippets to concentrate on different
video parts. Besides, the performance is further improved
by 1.4% when we allow back propagation. More experi-
mental results are provided in the supplementary materials.
Representative snippet propagation. Several compara-
tive experiments are conducted to evaluate the effectiveness
of representative snippet propagation, with results posted in
Table 5. We first evaluate some variants of the representa-
tive snippet propagation. We notice that the random walk
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Figure 5. The detection results of two implementations of Equa-
tions (4) and (5) with different iteration numbers.

Table 6. The detection results of applying our method to existing
methods. Embedding means we add a learnable network after the
backbone network to learn the video features. The results of the
original methods are reproduced.

Method mAP @ IoU
0.3 0.5 0.7 AVG

STPN [33] + embedding 38.4 19.1 4.7 28.9
STPN + embedding + Ours 46.5 21.8 5.8 33.7 ↑4.8
BM [34] 45.2 26.2 8.7 35.3
BM + Ours 47.4 29.3 9.2 37.7 ↑2.4
WUM [16] 51.0 32.8 10.9 40.4
WUM + Ours 53.5 34.0 12.7 42.4 ↑2.0
FAC-Net [9] 53.2 34.4 13.7 42.9
FAC-Net + Ours 55.8 38.4 13.3 45.2 ↑2.3

Zaµa deteriorates the performance. In contrast, as shown
in Figure 5, even if we weightedly sum Zaµa with the orig-
inal features (i.e., iteration 1), the performance would be
significantly improved, indicating that Zaµa deviates too
much from the original video features F. Moreover, the per-
formance improves as the number of iterations increases.
However, when the number of iterations is too large, the
performance slightly drops, which might be caused by gra-
dient vanishing or explosion even if there are residual con-
nections (weighted summation with the video features). De-
spite their promising performance, our proposed approxi-
mation inference obtain the optimal result.

We further validate two more variants of propagation.
The first variant, propagate scores, follows a knowledge
ensembling way to propagate prediction scores of the repre-
sentative snippets rather than their features. Therefore, only
the main branch has the video-level classification losses.
The second variant, propagate features w/o Lcls, also prop-
agates the features of representative snippets but removes
the video-level classification losses. Both variants have
gains over the baseline model but are much inferior to our
final solution. Therefore, the two additional branches not
only provide online pseudo labels, but also enforce the
model to focus on the representative snippets, thus improv-
ing the model’s ability to localize action instances.

Integrating our framework to existing methods. In Ta-
ble 6, we replace our classification heads with some existing
methods. In these experiments, we use the default settings
of these methods to ensure fair comparisons. Besides, if
there are additional losses in these methods, we only impose

Baseline

Ours

TSCN PL

Ours PL

GT

Baseline

Ours

TSCN PL

Ours PL

GT

Figure 6. We show the qualitative results of two examples of shot-
put and diving on THUMOS14 [12]. PL denotes the pseudo label.

them on the main branch. As we can see, either for some
early methods or state-of-the-art methods, our method can
consistently improve their performances.

4.5. Qualitative results
We visualize some examples of detected action instances

and generated pseudo labels in Figure 6. In the first ex-
ample of shotput, compared with TSCN [50], our method
generates more accurate pseudo labels to successfully de-
tect the third action instance (black rectangle). In the sec-
ond example of diving, our method leverages the knowledge
of the representative snippets of background to effectively
suppress the responses of the background.

5. Conclusion and Limitation
We propose a representative snippet summarization and

propagation framework. Our method aims to generate better
pseudo labels by propagating the knowledge of representa-
tive snippets. We summarize the representative snippets in
each video and maintain a memory table to store represen-
tative snippets. For each video, the intra- and inter-video
representative snippets are propagated to update the video
features. The temporal class activation maps of the updated
features serve as the online pseudo labels to rectify the pre-
dictions of the main branch. Our method achieves the state-
of-the-art performance on two popular datasets and can con-
sistently improve the performance of existing methods.

Due to the matrix inversion during propagation, the train-
ing time of one epoch in our method is almost twice as long
as the baseline model. We will resort to some efficient ma-
trix inversion strategies to solve this issue in the future.
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