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Abstract

Temporal modeling is crucial for video super-resolution.
Most of the video super-resolution methods adopt the op-
tical flow or deformable convolution for explicitly motion
compensation. However, such temporal modeling techniques
increase the model complexity and might fail in case of oc-
clusion or complex motion, resulting in serious distortion
and artifacts. In this paper, we propose to explore the role
of explicit temporal difference modeling in both LR and HR
space. Instead of directly feeding consecutive frames into
a VSR model, we propose to compute the temporal differ-
ence between frames and divide those pixels into two subsets
according to the level of difference. They are separately
processed with two branches of different receptive fields in
order to better extract complementary information. To fur-
ther enhance the super-resolution result, not only spatial
residual features are extracted, but the difference between
consecutive frames in high-frequency domain is also com-
puted. It allows the model to exploit intermediate SR results
in both future and past to refine the current SR output. The
difference at different time steps could be cached such that in-
formation from further distance in time could be propagated
to the current frame for refinement. Experiments on sev-
eral video super-resolution benchmark datasets demonstrate
the effectiveness of the proposed method and its favorable
performance against state-of-the-art methods.

1. Introduction

Super-resolution (SR) is an important vision task that
aims at recovering high-resolution (HR) images from low-
resolution (LR) observations. Single image super-resolution
(SISR) [2, 7, 10, 18, 19, 21, 31, 41, 46] methods reply much
on image prior learned from large datasets or self-similarity
within images to synthesize high frequency contents, while
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Figure 1. VSR performance comparison on Vid4 [27] in terms of
PSNR (dB) and runtime (ms). Our proposed ETDM outperforms
the previous methods with high efficiency.

video super-resolution (VSR) methods [1, 15, 16, 22, 25, 28,
37, 43] are expected to extract valuable complementary de-
tails from neighbouring frames, which could provide more
information to alleviate the ill-posed problem. Both of these
tasks have achieved remarkable progress thanks to the de-
velopment of deep learning techniques. As more and more
videos are recorded, VSR has become a key component in
many applications such as video remastering, live streaming
and surveillance.

To effectively explore abundant spatial-temporal informa-
tion within frames, some methods [4,23,36,37,40,42,45] at-
tempt to model temporal information across frames through
explicit or implicit motion compensation. However, explicit
motion compensation [40, 42] would increase the model
complexity, and inevitable errors in motion estimation may
cause distortion and degrade super-resolution results. The
methods with implicit motion compensation, e.g., 3D con-
volutional layer [17, 29], bet all on model capacity, ignoring
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the valuable temporal priors. Another kind of method ex-
plores temporal information following a recurrent fashion
in either uni-direction or bi-direction. They can accumu-
late rich history information in the hidden state, either only
from past [9, 13, 15, 28, 34], or from both future and past
to extract beneficial complementary information for detail
recovery [3, 5, 43]. However, they suffer from either unbal-
anced historical accumulation at each frame or large memory
caching.

Although many techniques have been proposed to extract
complementary information, the differences among frames
and SR results of different time steps have not been explicitly
explored yet. Very recently, the idea of explicit temporal dif-
ference modeling was explored and was successfully applied
to video-related tasks either to improve its performance or
efficiency. In [38, 39], authors proposed to exploit the RGB
difference between frames as an efficient alternative to opti-
cal flow to model motion. The temporal difference network
is able to effectively capture both short-term and long-term
information, which is essential in the action recognition task.

In this work, we explore the role of explicit temporal
difference modeling in both LR and HR space. The VSR is
conducted in a uni-directional recurrent way for efficiency
and avoiding large memory caching of bi-direction. Instead
of directly feeding consecutive frames into a VSR model,
we propose to compute the temporal difference between the
reference frame and the neighboring frame. The neighboring
frames are divided into two subsets according to the level
of difference, with smaller ones as low variance regions and
larger ones as high variance regions. They are separately
fed together with the reference frame into two branches
with different receptive fields. The outputs of these two
branches are combined and fed to the Spatial-Residual Head
to reconstruct the initial SR results. Additionally, the Future-
Residual Head and Past-Residual Head are respectively used
to model temporal difference in HR space based on the initial
spatial residual features at future and past time steps. In this
way, the result at the current step would be further enhanced
in HR space by allowing the model to look back and forth at
intermediate estimation in both future and past. In addition,
the temporal difference between spatial residual features at
different time steps would be cached. Therefore, informa-
tion from further time steps could all be propagated to the
current time step for comprehensive refinement. Compared
to the bi-directional based methods, the proposed method
could enjoy both the efficiency of uni-directional network
and the power of bi-directional information propagation, but
with a flexible cache. The proposed method achieves favor-
able performance against state-of-the-art methods on several
benchmark datasets. Several ablation studies are conducted
to examine the effectiveness of its components.

Our main contributions are as follows: (1) A new frame-
work to explicitly explore the temporal difference in both LR

and HR for the VSR task; (2) A novel back-and-forth refine-
ment strategy to boost performance; (3) Favorable perfor-
mance against state-of-the-arts on several VSR benchmarks.

2. Related Work
Multi-frame super-resolution. Some methods explore the
temporal information in an explicit way. Xue et al. [42]
proposed a new sub-pixel motion compensation layer to
calculate the optical flow and perform up-sampling simul-
taneously. TDAN [36] and EDVR [40] adopt deformable
convolutions to work in the feature level motion alignment.
However, methods with explicit motion compensation suffer
from huge computational costs and inevitable errors in mo-
tion estimation may be prone to generate artifacts. To avoid
these issues, [14, 17, 44] conduct VSR with implicit motion
compensation. Jo et al. [17] proposed to use 3D CNN for
estimating a dynamic upsampling filter. In [44], Yi et al.
proposed a non-local extraction module to model spatial-
temporal correlations between the neighboring frame and
reference frame. MuCAN [24] selects and fuses top-K most
similar patches across frames based on patch-based match-
ing strategy. These methods with well-designed modules
achieve promising results but inevitably increase the runtime
and model complexity. Different from these works, we pro-
pose to explicitly compute the temporal difference across
frames in LR space for better handling the complementary
information from low-variance and high-variance regions.
The proposed method is highly effective in combining multi-
frame temporal information for details recovery.
Recurrent networks for video super-resolution. Another
kind of method attempts to exploit the long-range temporal
information in a recurrent manner. FRVSR [34] propagates
the last built high-resolution frame recurrently. RSLP [9] in-
troduces high dimensional latent states to propagate temporal
information implicitly. RSDN [13] adopts dual-branch to ad-
dress different difficulties of structure and detail components
in VSR. These methods only propagate the previously esti-
mated results to the current time step for restoration, which
leads to imbalanced information for different frames. Gener-
ally, the first frame suffers from severe distortion. [3, 5, 12]
propagate both estimated results from past and future by
maintaining two hidden states in a bi-directional way. How-
ever, these methods have to take the whole sequence as
input, which is memory-consuming and not appropriate for
real-time tasks like live broadcasts. LOVSR [43] provides a
compromised strategy based on the uni-directional recurrent
network, which first uses one network to generate the hidden
state at the next time step and propagate it back to another
network at the current time step for reconstruction. Besides,
the SR results are not explicitly used for refinement.

Different from [43], our proposed ETDM explicitly mod-
els the temporal difference between adjacent time steps in
HR space, such that the intermediate SR results at the past
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and future could be propagated to the current time step with
a single network. Furthermore, accumulating the temporal
difference between adjacent time steps could propagate the
SR results at arbitrary time steps to the current step for com-
prehensive refinement. Overall, the key contribution of this
paper is to effectively leverage the temporal difference in LR
and HR space to restore the fine details.

3. Method
3.1. Overview

In this work, VSR is conducted in a uni-directional recur-
rent way. For each time step, the network takes the neighbor-
ing frames It−1, It, It+1 and previously estimated SR results
as input. The key of the proposed method is to explicitly
model the temporal difference in both LR and HR space.
Formally, we denote It as the reference frame, and the tem-
poral difference is defined by the difference between It and
the neighboring frame It±1. The overview of the proposed
pipeline is shown in Figure 2. Our proposed method consists
of temporal difference modeling in LR space and HR space.
In LR space, the proposed Region Decomposition Module
computes the difference between the reference frame and
neighboring frame. Further, it decomposes the neighboring
frames into low-variance (LV) and high-variance (HV) re-
gions according to the level of difference. They are then
processed separately by two CNN branches with different
receptive fields for better extracting complementary informa-
tion.

We also encourage the model to predict the temporal
difference between SR outputs at adjacent time steps in HR
space, which allows the super-resolution at the current step
to benefit from initial SR results from both past and future
time steps. In addition, it is natural to extend forward and
backward propagation from one time step only to arbitrary
time order by caching all temporal differences between two
specified time steps.

3.2. Explicit Temporal Difference Modeling

Temporal difference. The goal of video super-resolution
is to take advantage of complementary information from
the neighboring frames to reconstruct richer details for the
reference frame. Figure 3 shows different levels of vari-
ance with different regions, which motivates us to divide the
regions of neighboring frames into low-variance (LV) and
high-variance (HV) ones according to the level of temporal
difference. The overall appearance is slightly changed in LV
regions. Thus the main difference across frames lies in the
fine details. As for the HV regions, the overall appearance
varies much between frames and may provide coarse-scale
complementary information from different perspectives.

Here, a median filter with 3×3 kernel size is applied to the
binarized temporal difference maps and the result is further

processed by a set of morphological operations to obtain
difference masks for LV regions MLV . Simultaneously, the
difference masks for HV regions can be obtained byMHV =
1−MLV . The LV regions and HV regions of neighboring
frame It−1 and It+1 can be then obtained respectively by
following Eq. 1 and Eq. 2.

ILV
t−1 =MLV

t−1 � It−1, IHV
t−1 =MHV

t−1 � It−1, (1)

ILV
t+1 =MLV

t+1 � It+1, IHV
t+1 =MHV

t+1 � It+1, (2)

where � denotes element-wise multiplication. Due to the
smoothness with a natural image, the LV regions more likely
correspond to the regions with small motion between frames,
while the HV regions may correspond to the regions with
large motion. Therefore, they should be processed by sepa-
rate models with different receptive fields.

Temporal modeling in LR space. Here we only take the
branch for LV regions at time step t as an example to explain
its model design. The input of the LV region branch is the
masked frames corresponding to consecutive time steps are
{ILV

t−1, It, I
LV
t+1} , and the hidden state hLV

t−1 at previous time
step. They are concatenated and then further processed by a
convolutional layer and several residual blocks. In this way,
this recurrent unit Ht manages to aggregate complementary
information from regions with small variance and motion
over time. The branch for HV regions is designed in a
similar way but all convolutional layers are equipped with
the dilation rate two to handle the possible large motion with
a larger receptive field. The output of the LV and HV branch
is denoted as hLV

t and hHV
t , respectively.

Temporal modeling in HR space. In addition, we also
calculate the temporal difference in HR space for further
refinement. The temporal difference in HR space builds
a bridge between the adjacent time steps, such that infor-
mation is able to propagate to the current time step for re-
finement. The output of each branch hLV

t−1 and hHV
t−1 are

combined and fed to three residual heads, those are, Spatial-
Residual Head, Past-Residual Head and Future-Residual
Head. The Spatial-Residual Head is designed to calcu-
late spatial residual between bicubic-upsampled reference
frame and the high-resolution ground-truth, denoted as St.
The Future-Residual Head computes the spatial residual be-
tween the corresponding high-resolution temporal difference
(IHR

t − IHR
t+1 ) and the bicubic-upsampled temporal differ-

ence (I↑t − I
↑
t+1), which is also equivalent to the temporal

difference between spatial residual at different time steps,
denoted as Ft in Eq. 3.

Ft = (IHR
t − IHR

t+1 )− (I↑t − I
↑
t+1)

= (IHR
t − I↑t )− (IHR

t+1 − I
↑
t+1).

(3)

Similarly, the Past-Residual Head computes the spatial resid-
ual of the temporal difference (IHR

t − IHR
t−1 )− (I↑t − I

↑
t−1)
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Figure 2. Pipeline of the proposed framework of Explicit Temporal Difference Modeling (ETDM), which conducts VSR in a uni-directional
manner. By explicitly modeling the temporal difference in LR and HR space, the proposed method is able to make full use of the
complementary information across frames and SR results from past and future time steps.

0 1

Figure 3. Illustration of the pixel-wise difference maps between
two consecutive frames. Color denotes the level of difference.

denoted as Pt. By using the temporal difference between
adjacent time steps in HR space, the initial SR estimation at
past and future time steps could be propagated to the current
time step to refine its SR result.

3.3. Back-and-Forth Refinement

In this section, we will detail how the temporal difference
in HR space and estimation at other time steps could help
refine the SR result at the current time step.

…
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Figure 4. Illustration of update of N-Past and N-Future buffer at
time step t.

Promising VSR results of bi-directional based methods [3,
5, 43] could be credited to its bi-directional propagation,
which allows the model to aggregate information from the
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whole sequence. However, it has to cache all intermediate
hidden states, limiting its application in many scenarios. In
this paper, the proposed method also allows to propagate
bidirectional information to enhance the current frame, but
it is conducted with only a uni-directional recurrent network
without the need for a large cache. Specifically, with the
predicted temporal difference in HR space, the neighboring
time steps St−1 and St+1 can be respectively propagated to
the current step as follows:

Rt−1
forth,t = St−1 − Ft−1, Rt+1

back,t = St+1 − Pt+1, (4)

where Rt−1
forth,t and Rt+1

back,t respectively denote the propa-
gated spatial residual from past and future to the current time
step t. For Rm

forth,n (m < n), the superscript represents
the time step of used information in the past and the sub-
script represents the target time it forwards to. For Rk

back,n

(k > n), the superscript the represents the time step of used
information in the future and the subscript represents the
target time it backwards propagates to. To further refine the
current SR output with information propagated from other
time steps, we concatenate Rt−1

forth,t, R
t+1
back,t and St as input

to a convolutional layer followed by several residual blocks
to obtain the refined spatial residual S

′

t. The final super-
resolved image is generated by adding the pixel-shuffled S

′

t

to the bicubic-upsampled reference frame.

Extension to arbitrary temporal order refinement. It is
natural to extend forward and backward propagation from
one time step only to arbitrary time order l by accumulating
the temporal difference across several time steps. For exam-
ple, the forward propagation from time step (t− l) to t can
be formulated as below:

Rt−l
forth,t = St−l − (

l∑
i=1

Ft−i). (5)

Similarly, we can also propagate the spatial residual from
future time step (t+ l) to t,

Rt+l
back,t = St+l − (

l∑
i=1

Pt+i). (6)

In order to make full use of the information propagated
from different time steps to the current one, we maintain
N-Past Buffer and N-Future Buffer of size N to cache the
desired intermediate results i.e., {Rt−l

forth,t, l = 1, · · · , N}
and {Rt+l

back,t, l = 1, · · · , N} for forward and backward re-
finement, respectively.

The spatial residual St would be further refined using all
elements in N-Past and N-Future Buffers in a similar way as
that with one time step cache explained before.

Buffer update. Once the final SR result at time step t is
obtained, the recurrent model would conduct the same super-
resolution operation for frame It+1. In this case, the model

would require not only updated hidden state but also updated
buffer that caches all intermediate spatial residuals from
different time steps. The buffer update follows the First-
in-First-out principle, that is, the oldest intermediate result
Rt−N

forth,t+1 and Rt+N
back,t−1 are respectively removed from N-

Past Buffer and N-Future Buffer. While a new intermediate
result Rt

forth,t+1 and Rt
back,t−1 are respectively added to

the two buffers. As for the remained elements in the buffer,
their update proceeds as follows,

Rm
forth,t+1 = Rm

forth,t − Ft, Rk
back,t−1 = Rk

back,t − Pt.
(7)

3.4. Losses

Similar to most VSR works [3, 37, 44], where only recon-
struction loss is used to supervise the VSR model’s training.
However, supervision here comes from both spatial recon-
struction and temporal reconstruction. For each time step,
we compute the difference between both initially estimated
and refined spatial residual and the ground-truth as spatial
reconstruction losses.

LSt =
√
‖SGT

t − St‖2 + ε2, LS
′

t =
√
‖SGT

t − S′
t‖2 + ε2,

(8)
where SGT

t is the ground-truth spatial residual and ε is em-
pirically set to 1×10−3. Since the spatial refinement is com-
puted based on the spatial residual estimation from multiple
time steps away in both past and future, stricter supervision
is indirectly imposed on the parameters of the model. In
addition, the temporal residuals are also supervised by the
corresponding ground-truth,

LFt =
√
‖FGT

t − Ft‖2 + ε2, LPt =
√
‖PGT

t − Pt‖2 + ε2.
(9)

The total loss L can be computed as below,

L =
1

N

N∑
t=1

(LFt + LPt + LSt + LS
′

t ). (10)

4. Experiments
4.1. Implementation Details

Datasets. Some previous works train their VSR models on
the private dataset, which is not suitable for a fair comparison.
In this work, we adopt the popular used Vimeo-90K [42]
as our training set, which consists of about 90K 7-frame
video clips with various motion types. During training, we
randomly sample regions with the patches of size 256 ×
256 from the HR video sequences as the target. Similar
to [5,9,13,43,44], the corresponding low-resolution patches
of 64 × 64 are produced by applying Gaussian blur with
σ = 1.6 to the target patches followed by×4 downsampling.
We conduct our evaluation on four widely used benchmark
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Table 1. Ablation studies of the proposed ETDM with the buffer
size of N = 3. "R" is the region decomposition module. "F" and
"B" mean the forward and backward refinement, respectively.

Model # R F B #Param. Vid4 [27] UDM10 [44]

1 8.0M 27.89 39.46

2 3 8.0M 28.04 39.68
3 3 3 8.2M 28.29 39.88
4 3 3 3 8.4M 28.81 40.11

I!↑ (Bicubic) GTI!↑ + S! I!↑ + S!#

Figure 5. Visualization of the intermediate and refined SR results.
The proposed back-and-forth refinement produces sharper edges
and finer detailed textures.

datasets, including Vid4 [27], SPMCS [35] and UDM10 [44].
The SR results are evaluated in terms of PSNR and SSIM on
the Y channel of YCbCr space. The PSNR and SSIM are
measured excluding the first and the last one frames. We also
train and evaluate the proposed method on REDS with the
same down-sampling setting used in the NTIRE challenge.
Implementation details. The proposed ETDM adopts 2
residual blocks for LV and HV branches where each convo-
lutional layer has 96 channels. 16 residual blocks are used
for further feature extraction. To alleviate the large motion
in previously estimated hidden state, ETDM adopts the op-
tical flow [33] to perform the spatial alignment on features,
similar to [3, 8, 26]. We adopt 16 residual blocks with 64
channels for back-and-forth refinement. To effectively utilize
all given frames, we pad each sequence with the reflecting of
the first frame and last frame at the beginning and end of the
sequence, respectively. The elements in N-Past and N-Future
Buffer are respectively initialized with zeros for conducting
VSR at the first frame. The models are supervised with Char-
bonnier penalty loss function [6] and optimized with Adam
optimizer [20] by setting β1 = 0.9 and β2 = 0.999. Each
mini-batch consists of 16 samples. The initial learning rate
is set to 1× 10−4 for VSR model and 2.5× 10−5 for optical
flow estimator. We adopt Cosine Annealing scheme [30].

Table 2. Comparison of the proposed temporal difference mod-
eling in HR space with optical flow (OF) for the back-and-forth
refinement. The Runtime is calculated on an HR image size of
1280× 720.

N = 0
N = 1 N = 3

OF [33] ETDM OF [33] ETDM

Runtime (ms) 62 96 67 163 70
Vid4 [27] 28.04 28.29 28.18 28.54 28.81

UDM10 [44] 39.68 39.76 39.77 40.01 40.11

The total number of epochs is 90. The training data is aug-
mented by standard flipping and rotating and an additional
temporal reverse operation. All experiments are conducted
on a server with Python 3.6.4, PyTorch 1.1 and V100 GPUs.

4.2. Ablation Study

Ablation on the components of ETDM. In this section, we
examine the effectiveness of each component of the pro-
posed ETDM framework on Vid4 [27] and UDM10 [44] test
set, as shown in Table 1. For a fair comparison, these models
have a similar number of parameters. A baseline (Model 1)
is designed by taking the original consecutive frames as the
two branches’ input without performing region decomposi-
tion. Model 1 achieves 27.89 dB and 39.46 dB on Vid4 and
UDM10, respectively. By dividing the neighboring frames
into LV and HV regions, i.e., Model 2, surpasses Model 1
by +0.15dB and +0.22dB on Vid4 and UDM10, respectively.
The improvement would be credited to the model that better
utilizes the complementary information from the LV and HV
regions at the corresponding branch. By explicitly model-
ing the temporal difference in HR space, Model 3 leverage
the propagated SR results for refinement and gains +0.25dB
and +0.20dB over Model 2. By further propagating the SR
result from future to the current time step, Model 4 achieves
notable improvement by +0.52dB and +0.23dB over Model
3 on Vid4 and UDM10. We also visualize the intermediate
and the refined SR results in Figure 5. The proposed back-
and-forth refinement can produce finer details and stronger
edges.

Ablation on the temporal modeling in HR space. We
adopt the SPyNet [33] as an alternative temporal modeling
technique in HR space for back and forth refinement, where
the past and future estimated SR are aligned to the current
time step based on the estimated optical flow in HR space.
In this experiment, the buffer size of N = 1 and N = 3
are used to examine the difference between two kinds of
temporal modeling methods. As shown in Table 2, both
refinement with optical flow and temporal difference could
bring performance gain over baseline. However, our method
is more efficient than optical flow in temporal modeling. By
looking into further away time steps i.e., N = 3, our method
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Figure 6. Results of methods with different information propagation
strategies over time.

outperforms the baseline model by 0.77dB and 0.43dB on
Vid4 and UDM10, respectively, with a little time increase.
The method with optical flow becomes 2 times slower than
our method in this case. Besides, its performance is also a
little inferior to the method with explicit temporal difference
modeling difference in HR space. One possible reason could
be its inaccurate motion estimation and alignment which
results in distortion and errors, hence deteriorating the final
super-resolution performance.

To examine the effectiveness of the proposed method, we
compare the proposed back and forth propagation with other
kinds of uni-directional propagation [15] and bi-directional
propagation [3] methods. For a fair comparison, we re-
move the LV and HV decomposition step of the proposed
model and try to keep the number of its parameters the same
as the other two methods. As shown in Figure 6, the bi-
directional method (blue line) significantly outperforms the
uni-directional method (green line) at first few time steps,
but achieves comparable performance at the last two frames.
With one step back and forth refinement, i.e., N = 1, our
ablated method performs a little worse than the bi-direction
at the first few time steps and outperforms it after the middle
of the sequence. Note that the bi-directional method would
have to cache the hidden states of the whole video frames,
which will suffer from memory issues when a video contains
a lot of frames.

Discussion. The uni-directional recurrent model stores his-
torical information in the hidden state to complement the
details for the current time step. The bi-directional recurrent
model adopts two hidden states which not only aggregate
the information from past time steps but also the information
from future time steps, hence performing better than the
uni-directional recurrent model. However, both of them only

resort to the hidden states that implicitly compress all past
or future information into one representation, where some
specific complementary information that is important to the
current frame might be missing. Our method explicitly mod-
els the temporal difference between the neighboring time
step, which not only leverage the specific complementary
information from the neighboring time steps for refinement
but can also enhance the current estimation using the initial
results from more time steps based on the cached temporal
difference.

4.3. Comparison with State-of-the-Arts

In this section, we compare our methods with several
state-of-the-art VSR approaches, including TOFlow [42],
DUF [17], RBPN [11], EDVR [40], PFNL [44], TGA [14],
FDAN [26], FRVSR [34], RLSP [9], RSDN [13], RRN [15],
DAP [8], GOVSR [43], BasicVSR [3] and IconVSR [3].
The first seven methods conduct VSR within a local window,
e.g., 7 frames. Among these methods, TOFlow, RBPN and
EDVR estimate the motion between the reference frame
and neighboring frames explicitly. DUF, PFNL, TGA and
FDAN conduct VSR with implicit motion compensation.
FRVSR, RLSP, RSDN, RRN and DAP super-resolve each
frame in a uni-directional recurrent way. GOVSR, IconVSR
and BasicVSR conduct VSR in a bi-directional manner.

There is some difference among these methods on the
original training setting. Different down-sampling kernels
are used in the original work of TOFlow, RBPN and EDVR,
while DUF, PFNL, FRVSR, RLSP and GOVSR models are
trained on different datasets. Therefore, for a fair compari-
son, we try out best to rebuild these models under the same
training setting based on the publicly available code. In
addition, we also re-train most of these VSR methods on
REDS [32] following the same down-sampling setting used
in the NTIRE challenge. The quantitative results of the state-
of-the-art methods are shown in Table 3. ETDM achieves a
good balance between speed and reconstruction quality on
these datasets. The proposed ETDM with the buffer size
of N = 3 achieves 14 fps in processing a 320×180 video
sequence for 4× super-resolution. It is about 4 times faster
than the multi-frame super-resolution method EDVR. More-
over, our proposed ETDM with uni-directional hidden state
propagation also outperforms the bi-directional-based meth-
ods, i.e., IconVSR and GOVSR which take the whole video
sequence as input and have to memorize all intermediate SR
results produced by forward propagation.

The qualitative comparison with other state-of-the-art
methods is shown in Figure 7. Our method produces higher-
quality HR images on three datasets, including finer details
and sharper edges. Other methods are either prone to gener-
ate some artifacts (e.g., wrong stripes on clothes) or can not
recover missing details (e.g., small windows of the building).
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Table 3. Quantitative comparison (PSNR (dB) and SSIM) on Vid4 [27], SPMCS [35], UDM10 [44] and REDS4 [32] for 4× VSR. Red text
indicates the best and blue text indicates the second best performance. The Runtime is calculated on an HR image size of 1280× 720. ‘†’
means the values are either taken from paper or calculated using provided models. ’uni’ and ’bi’ represents uni-directional and bi-directional,
respectively.

Method #Frame Params (M) Runtime (ms) Vid4 [27] SPMCS [35] UDM10 [44] REDS4 [32]
Bicubic 1 N/A N/A 21.80/0.5426 23.29/0.6385 28.47/0.8253 26.14/0.7292
TOFlow [42] 7 1.4 1610 25.85/0.7659 27.86/0.8237 36.26/0.9438 27.93/0.7997
DUF [17] 7 5.8 1086 27.38/0.8329 29.63/0.8719 38.48/0.9605 28.66/0.8262
RBPN [11] 7 12.2 1513 27.27/0.8285 29.54/0.8704 38.56/0.9605 30.15/0.8593
EDVR [40] 7 20.6 378 27.85/0.8503 -/- 39.89/0.9686 31.09/0.8800
PFNL [44] 7 3.0 295 27.36/0.8385 30.02/0.8804 38.88/0.9636 29.63/0.8502
TGA [14] 7 5.8 375 27.59/0.8419 30.31/0.8857 39.19/0.9645 -/-
FDAN† [26] 7 9.0 - 27.88/0.8508 -/- 39.91/0.9686 -/-
FRVSR [34] uni 5.1 137 26.69/0.8103 28.16/0.8421 37.09/0.9522 -/-
RLSP [9] uni 4.2 49 27.51/0.8396 29.64/0.8791 38.50/0.9614 30.47/0.8685
RSDN [13] uni 6.2 94 27.92/0.8505 30.18/0.8811 39.35/0.9653 -/-
RRN [15] uni 3.4 45 27.69/0.8488 29.84/0.8827 38.96/0.9644 -/-
DAP† [8] uni - 38 -/- -/- 39.50/0.9664 32.39/0.9069
GOVSR [43] bi 7.1 81 28.47/0.8722 30.34/0.8981 40.08/0.9703 31.91/0.8990
BasicVSR† [3] bi 6.3 63 27.96/0.8553 -/- 39.96/0.9694 31.42/0.8909
IconVSR† [3] bi 8.7 70 28.04/0.8570 -/- 40.03/0.9694 31.67/0.8948
ETDM uni 8.4 70 28.81/0.8725 30.48/0.8972 40.11/0.9707 32.15/0.9024

Vid4

UDM10

SPMCS

PFNLGT GOVSRBicubic EDVR IconVSRRSDN ETDM

Figure 7. Qualitative comparison on Vid4 [27], SPMCS [35] and UDM10 [44] test set for 4× VSR. Zoom in for better visualization.

5. Conclusion

In this work, we propose a novel uni-directional recurrent
network by explicit temporal difference modeling in both LR
and HR space. To temporal modeling in LR space, we pro-
pose to compute temporal difference between input frames
and divide it into two subsets according to the level of dif-
ference. They are separately fed together with the reference
frame into two branches with different receptive fields for
better extracting the complementary information. To further
refine the SR result, we also calculate temporal difference

in HR space, which build a bridge between the SR results at
adjacent time steps, such that the intermediate SR result at
past and future time step could propagate to the current time
step for refinement. Extensive experiments demonstrate that
the proposed method outperforms existing state of the arts,
including recent bi-directional recurrent based methods.
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