Learning Invisible Markers for Hidden Codes in Offline-to-online Photography
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Abstract

QR (quick response) codes are widely used as an offline-to-online channel to convey information (e.g., links) from publicity materials (e.g., display and print) to mobile devices. However, QR codes are not favorable for taking up valuable space of publicity materials. Recent works propose invisible codes/hyperlinks that can convey hidden information from offline to online. However, they require markers to locate invisible codes, which fails the purpose of invisible codes to be visible because of the markers. This paper proposes a novel invisible information hiding architecture for display/print-camera scenarios, consisting of hiding, locating, correcting, and recovery, where invisible markers are learned to make hidden codes truly invisible. We hide information in a sub-image rather than the entire image and include a localization module in the end-to-end framework. To achieve both high visual quality and high recovering robustness, an effective multi-stage training strategy is proposed. The experimental results show that the proposed method outperforms the state-of-the-art information hiding methods in both visual quality and robustness. In addition, the automatic localization of hidden codes significantly reduces the time of manually correcting geometric distortions for photos, which is a revolutionary innovation for information hiding in mobile applications.

1. Introduction

Scanning QR codes with smartphones provides convenience for people to obtain information from offline to online anytime and anywhere. However, with the increasing demand for the quality of experience (QoE), the unaesthetic appearance limits the application of QR codes in many scenarios, such as interactive visual media, and IP protection of user-generated (UGG). To achieve offline-to-online experiences while maintaining good QoE, invisible information hiding becomes a novel alternative [11, 20]. The core requirement of information hiding in display/print-camera scenarios is to make the information invisible to human eyes but detectable by mobile devices.

The general process of invisible information hiding in display/print-camera scenarios includes five steps as Figure 1: (i) encoding information in images, (ii) displaying/printing, (iii) capturing, (iv) locating the encoded information and correcting geometric distortion, and (v) decoding. The main challenge of the above process is that the decoding procedure needs to recover the hidden information from photos that contains distortions caused by the camera imaging process. These distortions can be divided into three categories according to their sources: (i) from environments, e.g., brightness, contrast, and color distortions, (ii) from camera sides, e.g., defocus blur, noise, and compression, (iii) from photographer sides, e.g., motion blur and geometric distortion. We define the image containing hidden information as the encoded image. Existing methods [7, 8, 11, 20, 25] can recover hidden information under the above-mentioned distortions. However, these methods assume that the coordinates of the encoded image’s four vertices in photos are provided such that the geometric distortion can be corrected by performing perspective transformation. Thus, these methods require preprocessing to locate the encoded image’s four vertices and rectify the encoded image from photos taken from different perspectives, which is essential for the success of decoding [8].

Existing preprocessing methods commonly used to remove geometric distortions include two categories: manual locating [8, 25] and automatic locating [7, 11, 20]. Manual locating is to find the four vertices of the encoded image manually, as Figure 1. However, manually locating the vertex coordinates is time-consuming and sometimes is difficult when hidden codes are invisible. Traditional automatic locating requires additional markers such that encoded images with distortions are distinguishable from backgrounds. These methods add visible markers, such as bounding boxes [11] and barcodes [7], around the encoded image. However, the markers break the invisibility of invisible codes. In addition to the traditional automatic methods, Tancik et al. require...
[20] propose StegaStamp, which is an end-to-end trainable framework. The encoder and the decoder of [20] consist of convolution neural network (CNN). During training, StegaStamp uses a series of differentiable distortion operations to process the encoded image and feed the distorted image to its decoder. Thus, the decoder can learn to locate and recover information under different distortions. However, experimental results show that the CNN-based decoder is vulnerable to geometric distortions, thus additional markers (white borders) are still required to locate the encoded image in [20].

This paper proposes a novel invisible information hiding model in display/print-camera scenarios, which can automatically locate the hidden information (data matrix) by learning invisible markers. Inspired by the success of [11, 20], the proposed model is a CNN-based end-to-end framework consisting of an encoder, a localization network, a decoder, and a localization network. Unlike [7, 8, 11, 20, 25], the encoder hides information (data matrix) in a sub-image rather than the entire cover image such that the image area outside the sub-image is considered as backgrounds in photos. The role of the distortion network is similar to [20] and the decoder recovers information from the distorted sub-image. We add a localization network between the distortion network and the decoder for the first time. Different from manual locating or adding artificial markers, the joint training of the encoder and the localization network makes the encoder learn to generate invisible markers around the sub-image while the localization network learns to detect these invisible markers under various distortions, especially geometric distortions. In other words, the optimization goal is to make the markers of the hidden codes invisible to the human eyes, but can be detected by the localization network. Given the detected coordinates of the sub-image, we can remove geometric distortion such that the decoder only needs to recover information from the corrected sub-image. The main contributions of this paper are summarized below:

- We propose a novel invisible information hiding architecture in display/print-camera scenarios, consisting of information hiding, locating, correcting, and information recovery.

- For the first time, we learn invisible markers and develop a localization module in the end-to-end framework for hidden codes. The joint training of the encoder and the localization network generates markers that are invisible to human eyes but detectable by the localization network, which considerably reduces the time of correcting geometric distortions without breaking the visual invisibility.

- To achieve a good trade-off between the detectability of invisible markers, recovery accuracy of hidden codes, and visual invisibility, we propose an effective multi-stage training strategy. A series of loss functions are designed to make the sub-images containing hidden information comfortable to human eyes.

2. Related Work

**Barcode** With the development of Internet of Things, barcodes have become the most important medium to connect the physical world and the virtual world. However, barcodes are not favorable for their unaesthetic appearances and take up valuable space of publicity materials. To solve these limitations, many aesthetic barcodes are proposed [1–4, 9, 10], which hide barcodes in natural images and preserve visible markers for locating.

**Invisible Information Hiding** Invisible information hiding includes two major branches: steganography and digital watermarking. Steganography is widely used in the field of information security. According to the requirements of information security, steganography algorithms need high information capacity and security against steganalysis [14]. According to the domain where the information is hidden, steganography can be classified into spatial steganography, e.g., Least Significant Bit (LSB), and steganography in transform domain [12, 16]. Recently,
many methods based on deep neural networks are proposed [19, 22, 25, 26].

Different from steganography, the main application of digital watermarking is the protection of property rights, which requires high accuracy of watermarking recovery rather than high security and information capacity. Digital watermarking also includes spatial watermarking [13, 17], transform domain watermarking [5, 7, 8, 21], and DNN-based watermarking [11, 15, 20, 27, 29]. Recently, some methods are proposed to replace the role of barcodes in offline-to-online messaging [7, 8, 11, 20]. Since these methods do not consider locating hidden codes in the architectures, manually locating hidden codes or adding visible markers is necessary for them to detect the encoded images in practical applications.

3. Methodology

As shown in Figure 2, the proposed model is an end-to-end framework including an encoder, a distortion network, a localization network, and a decoder. The following subsections will describe these modules in detail.

3.1. Encoder

The encoder hides information in a selected sub-image of the cover image, making the hidden data matrix invisible to human eyes. The cover image is a 256×256 RGB image, the sub-image is a 96×96 sub-region of the cover image, and the hidden information is a 96×96 data matrix. We concatenate the data matrix to the last channel of the sub-image to generate a 96×96×4 tensor and send this tensor to the encoder as input. We employ U-Net [18] as the encoder which receives the 96×96×4 tensor and outputs a 96×96 RGB image. After encoding, we replace the original sub-image with the encoded sub-image.

3.2. Distortion Network

The imaging process from digital images to photos may cause quality degradation to the displayed/printed images. Inspired by [11, 20, 29], we insert a distortion network between the encoder and the localization network to simulate the quality degradation caused by the camera imaging process. During training, the distortion network uses differentiable image processing operations to process the entire image after encoding but does not hold any inference parameters. With the help of the distortion network, the localization network and the decoder can learn to resist these distortions.

According to the sources of these distortions, we divide the distortions into three categories: (i) the distortion caused by environmental factors (brightness, contrast, and color distortions), (ii) the distortion caused by camera sides (Gaussian blur, random noise, and JPEG compression), (iii) the distortion caused by photographer sides (motion blur and geometric distortion). The implementation details and settings of these distortions are presented in supplementary materials.

3.3. Localization Network

To locate the encoded sub-image from the entire distorted image, the proposed architecture inserts a localization network between the distortion network and the decoder. The localization network receives the entire distorted image (256×256×3), predicts a heat map for each vertex (64×64×4), and calculates the coordinates of each vertex.
according to the predicted heat maps \( H_{pre} \). The localization network is a variant version of HRNet [23] which is an architecture with parallel multi-resolution sub-networks and repeated multi-scale fusion. Figure 3 presents a simplified architecture of HRNet. After receiving the distorted image, the localization network uses two convolutional layers of 3 × 3 kernels and stride size of 2 to process the input image, and then sends the downsampled feature maps to the first high-resolution module of HRNet.

The HRNet used in this paper includes four parallel sub-networks of different scales (Figure 3 presents three parallel sub-networks because of the limited paragraphs). Through multi-scale feature extraction and multi-scale feature fusion, the final feature maps in the first scale (the first row of Figure 3) have enough information to predict a heat map for each vertex. To supervise the regression of the coordinates of the four vertices, we convert the coordinate values to heat maps \( H_{gt} \) (64 × 64 × 4) as the ground truth. The ground-truth heat maps \( H_{gt} \) are generated by applying 2D Gaussian distribution with a standard deviation of 1 pixel centered on the coordinate value of each vertex. After prediction, we convert the heat maps into coordinate values, calculate a perspective matrix according to the coordinates, and use perspective transformation to correct geometric distortion of the encoded sub-image. The size of the corrected sub-image is 96 × 96 × 3.

3.4. Decoder

The decoder receives the encoded sub-image after correction (96 × 96 × 3) and recovers the hidden data matrix (96 × 96 × 3). The structure of the decoder is the same as the encoder [18]. Although geometric distortion has been removed with the help of the localization network, the decoder input still has other distortions compared to the original image, such as noise, blur, and changes in brightness and contrast. These distortions come from the processing of the distortion network, helping the decoder learn to recover the hidden data matrix under these distortions.

In [20], Tancik et al. found that it is difficult to make the decoder learn to resist geometric distortion by feeding the geometrically distorted image to the decoder. Further-

more, to make the hidden information decodable under geometric distortion, the encoder of [20] will sacrifice the visual quality of the generated image. Thus, with the help of the localization network, our decoder can focus on recovering information under other distortions except for geometric distortion.

3.5. Training Strategy

Before describing the training strategy, we analyze the optimization objective of each module. The encoder aims to achieve good visual quality for the encoded images, the localization aims to find the target sub-image under distortions, and the decoder is to recover hidden information under distortions except for geometric distortion. However, it is difficult to achieve a good trade-off between these competing objectives if we jointly train the three modules at the beginning. Thus, we propose an efficient multi-stage training strategy to achieve a good trade-off between visual quality and robustness.

3.5.1 The First Stage

In this stage, we only optimize the localization network and the decoder. The loss function to optimize the localization network is defined as \( L_{loc} \):

\[
L_{loc}(H_{gt}, H_{hr}) = \frac{1}{w^2} \sum \| H_{gt} - H_{hr} \|_2^2, \tag{1}
\]

where \( w \) is the map width, \( H_{gt} \) is the ground-truth heat map and \( H_{pre} \) is the heat map predicted by HRNet. The loss function to optimize the decoder is defined as \( L_{dec} \):

\[
L_{dec}(dm, dm') = Cross - Entropy(dm, dm'), \tag{2}
\]

where \( dm \) is the ground-truth data matrix and \( dm' \) is the data matrix recovered by U-Net. The total loss function of this stage is formulated as follows:

\[
L_{1-stage} = \lambda_1 * L_{loc} + \lambda_2 * L_{dec}, \tag{3}
\]

where \( \lambda_1 \) and \( \lambda_2 \) are set to 30 and 1, respectively.

3.5.2 The Second Stage

After the first stage, our model can accurately locate the encoded sub-images and recover data matrices from the encoded sub-images without geometric distortion. However, the sub-images encoded by the encoder have poor visual quality, because we have not optimized the encoder but the end-to-end training also updates the parameters of the encoder with the supervision of \( L_{loc} \) and \( L_{dec} \). Thus, we use \( L_{pix} \) and \( L_{perp} \) to the second stage as followings:

\[
L_{2-stage} = \lambda_1 * L_{loc} + \lambda_2 * L_{dec} + (\lambda_3 * L_{pix} + \lambda_4 * L_{perp}), \tag{4}
\]

where \( L_{pix} \) is \( L_2 \) norm and \( L_{perp} \) is LPIPS [28]. \( \lambda_1 \) and \( \lambda_2 \) are set to the same values as the first stage, and \( \lambda_3 \) and \( \lambda_4 \) are set to 1.

3.5.3 The Third Stage

Through the optimization of the above stages, the generated sub-image can achieve good visual quality while the local-
ization network and the decoder can maintain good performance. However, compared to the original sub-image, the generated sub-image has conspicuous markers at its edges and four vertices as Figure 9. From the interpretability perspective, these markers are learned by the end-to-end training of the encoder and the localization. The encoder generates these markers to help the localization network find the encoded sub-image under distortions. Thus, this stage’s optimization objective is to decrease the visibility of these markers while keeping the sensitivity of the localization network to these markers. Inspired by [20], we propose a cosine gain scheme to achieve the above objective.

Formally, we define a weight matrix as:

$$M_{\cos[i,j]} = \frac{\cos\left(\frac{\pi}{N}d_{x/y} + \pi\right) + 1}{2} \cdot \frac{\cos\left(\frac{\pi}{N}d_{x/y} + \pi\right) + 1}{2},$$

(5)

where $N$ is the width of the sub-image, $s$ is 4, $(i,j)$ represents the pixel coordinate, and $d_{x/y}$ is the distance to edges along $x$ or $y$ axis. When $d_{x/y} \notin [0, \frac{N}{s}]$, we set $d_{x/y} = \frac{N}{s}$. We multiply this matrix by $L_{pix}$ and a gain factor $f_{\cos}$ to obtain $L_{cos}$:

$$L_{cos} = f_{\cos} \cdot (1 - M_{\cos}) \cdot L_{pix} = \frac{f_{\cos}}{N^2} \sum_{(i,j)} (1 - M_{\cos[i,j]}) \cdot ||L_{ori[i,j]} - L_{enc[i,j]]}||_2$$

(6)

where $f_{\cos}$ is 10 in this paper. The total optimization objective of the third stage is formulated as:

$$L_{3-stage} = \lambda_1 \cdot L_{loc} + \lambda_2 \cdot L_{dec} +$$

$$\left(\lambda_3 \cdot L_{pix} + \lambda_4 \cdot L_{perp} + \lambda_5 \cdot L_{cos}\right),$$

(7)

where $L_{gain}$ in $L_{cos}$ or $L_{qua}, \lambda_3$ is set to 1, and $\lambda_1,2,3,4$ are set to the same values as the above stages.

4. Experimental Results

4.1. Dataset

The training set consists of 1,200 images from PASCAL VOC 2012 [6]. The test set consists of 300 images from PASCAL VOC 2012 [6] and 100 images used by RI-FOOP [11]. The size of cover images is $256 \times 256 \times 3$ and the size of sub-images is $96 \times 96 \times 3$. The hidden data matrix is generated by pylibdmtx\(^1\), which is a 16x16 matrix. To align with the sub-images, we resize the data matrices to $96 \times 96$ pixels. The total number of bits in the data region is 196, where the length of the encoded data is 96 bits and the other bits represent error correcting codes and padding codes.

4.2. Hyper-parameter Setting

As mentioned in Section 3.5, the training process is divided into three stages. In training, we use 800 epochs, 1,000 epochs, and 300 epochs for the first stage, the second stage, and the third stage of training, respectively. If we

\(^1\)https://pypi.org/project/pylibdmtx/
The photographs captured under different vertical shooting angles and the corresponding localization and decoding results. Figure 4 shows that our model is robust to the unknown distortions in training, such as Gaussian noise, median blur, and bilateral filtering. In this experiment, we find that the errors of locating results will cause decoding failure. For example, when the quality factor of JPEG is 10, the average IoU is only 0.25, so the sub-images sent to the decoder do not contain the full information. We present the correlation between IoU and error rates in Table 1.

4.5. In-the-Wild Robustness

To further validate the practicality of the proposed information hiding model in real scenarios, we capture a large number of photographs under various shooting conditions to test the robustness of our model. In these experiments, we use two smartphones (Redmi Note 9 and iPhone 10) to verify the generalization ability to different cameras. The monitor is Dell S2421HSX and the printer in this experiment is a color consumer printer. We capture this photographs from different shooting angles and different shooting distances.

4.5.1 Robustness to Different Shooting Angles

In this experiment, we fix the position of the camera and adjust the monitor’s orientation to simulate different shooting angles as Figure 5. We set the distance between the monitor and the smartphone to 40 cm. Because the generated images are displayed at their original resolutions without any scaling, we roughly crop out the regions of encoded images and resize the cropped regions to 256 × 256 as Figure 5. The first row of Figure 5 presents the original photos and the second row presents the locating results on the resized images. Different from [11] and [20], this process does not need to manually find the accurate vertices of the encoded images or add white borders around the encoded images. The decoding results under different shooting angles are presented in Table 2. When the shooting angle is 60° downward, the error rate is the highest but still less than 10%. The results show that our model is robust enough for shooting from different angles.

4.5.2 Robustness to Different Shooting Distances

In this experiment, we fix the orientation of the monitor and adjust the shooting distances (5 cm, 10 cm, 20 cm, 30 cm, 40 cm, and 50 cm). We present the decoding results in Table 3 and some visualization results in Figure 6. The target sub-images in Figure 6 have different resolutions because of the scaling caused by variant shooting distances. We resize...
Figure 6. The photographs captured under different shooting distances and the corresponding localization and decoding results.

<table>
<thead>
<tr>
<th>Shooting Distance</th>
<th>Error Bits ↓</th>
<th>BER ↓</th>
<th>Error Pixels ↓</th>
<th>PER ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 cm</td>
<td>1.05 bits</td>
<td>0.54%</td>
<td>26.25 pixels</td>
<td>0.54%</td>
</tr>
<tr>
<td>10 cm</td>
<td>0.40 bits</td>
<td>0.20%</td>
<td>10.40 pixels</td>
<td>0.21%</td>
</tr>
<tr>
<td>20 cm</td>
<td>1.40 bits</td>
<td>0.71%</td>
<td>36.65 pixels</td>
<td>0.75%</td>
</tr>
<tr>
<td>30 cm</td>
<td>1.10 bits</td>
<td>0.56%</td>
<td>27.50 pixels</td>
<td>0.56%</td>
</tr>
<tr>
<td>40 cm</td>
<td>0.70 bits</td>
<td>0.36%</td>
<td>18.00 pixels</td>
<td>0.37%</td>
</tr>
<tr>
<td>50 cm</td>
<td>8.00 bits</td>
<td>4.08%</td>
<td>201.4 pixels</td>
<td>4.11%</td>
</tr>
</tbody>
</table>

Table 3. The decoding results under different shooting distances.

these sub-images to 256×256 before inputting them to the localization network. The quantitative results show that our model is robust enough for different shooting distances.

4.5.3 Robustness to Printed Images

In this experiment, we test the robustness of our model in print-camera scenario. We present some examples in Figure 7 where the photos include different lighting conditions and different backgrounds. The average BER and PER of Redmi Note 9 are 1.37% and 1.38%, respectively. The average BER and PER of iPhone 10 are 0.27% and 0.28%, respectively. These results show that our model is robust enough to printed images and generalizes well to different camera models.

4.6. Comparison with State-of-the-art Methods

In this section, we compare our model with state-of-the-art methods: StegaStamp [20] and RIHOOP [11]. Both StegaStamp and RIHOOP are deep learning based information hiding methods that are robust to camera imaging processes. We retrain both StegaStamp [20] and RIHOOP [11] using the training set described in Section 4.1 for fair comparison. We present the comparison results in Table 4. Because the image sizes of [20] and [11] are different from ours, we adjust the ranges of geometric distortion according to the ratio between the resolutions of different models. We present some generated images of these three models in Figure 8. Table 4 shows that our method is much more robust to geometric distortion than [20] and [11]. For visual quality, our method achieves comparable objective scores to [11] and outperforms [20] significantly. Even when error-correcting codes are taken into account, our model is able to hide more bits than [11, 20].

4.7. Ablation Study

4.7.1 The Effect of the Localization Network

In this section, we compare the effect of the localization network with manual locating. When using the localization network, we remove geometric distortion according to the detected coordinates. When using manual locating, we manually find the vertices of the sub-images and remove geometric distortion. The comparison results are presented in Table 5 where Distortion 1 represents the combination of brightness, contrast, and color distortions and Distortion 2 represents the combination of random noise and JPEG compression. The results show that the localization network may sacrifice a little bit of decoding accuracy but can significantly reduce the preprocessing time compared with manual locating. In mobile applications, the decoding errors caused by locating results can be ignored compared to the significant improvement in running efficiency.

4.7.2 The Effect of the Edge Gain Scheme

In this section, we validate the effect of the proposed edge gain scheme by training two models. The first model does not use the edge gain loss function proposed in Section 3.5.3
and the second model uses this loss function. Table 6 shows that the edge gain improves the visual quality of the generated images as expected. In addition, the performance of the localization network and the decoder are also improved. To avoid the randomness of two training processes, we use the edge gain loss to optimize the parameters on the base of the first model. Then, we use the model without the edge gain to generate test images. After that, we decode the images using these two models. The results show that fine-tuning the model with the proposed edge gain can improve the performance of the localization network (IoU↑ increases from 0.8866 to 0.9403) and the decoder (BER↓ decreases from 11.29% to 8.56% and PER↓ decreases from 11.53% to 8.56%). The visualized results have been presented in Figure 9, indicating that the edge gain scheme eliminates the effect of visible edges on the HVS.

### 4.7.3 The Effect of the Selection of Sub-Images

In this subsection, we analyze the effect of the selection of hidden sub-images. For the same image, we hide the same data matrix in two different sub-images: (1) a low-frequency region, such as human face and sky; (2) a high-frequency region, such as animal fur and grass. Compared to hiding information in low-frequency regions, hid-

<table>
<thead>
<tr>
<th>Method</th>
<th>Image Size</th>
<th>Capacity</th>
<th>Bits Per Pixel</th>
<th>Bit Error Rate under Different Levels of Geometric Distortion ↓</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>StegaStamp [20]</td>
<td>400 x 400</td>
<td>100</td>
<td>$6.25 \times 10^{-3}$</td>
<td>14.45% 24.10% 27.85% 32.15% 36.27% 29.82</td>
<td>0.9223</td>
<td>0.9677</td>
</tr>
<tr>
<td>RIHOOP [11]</td>
<td>400 x 400</td>
<td>100</td>
<td>$6.25 \times 10^{-3}$</td>
<td>48.20% 51.30% 48.90% 44.10% 50.70% 35.86</td>
<td>0.9712</td>
<td>0.9677</td>
</tr>
<tr>
<td>Ours</td>
<td>256 x 256</td>
<td>196</td>
<td>$2.99 \times 10^{-3}$</td>
<td>2.04% 4.01% 4.74% 7.53% 13.77% 32.95</td>
<td>0.9712</td>
<td>0.9677</td>
</tr>
</tbody>
</table>

Table 4. The comparison results with state-of-the-art methods.

![Figure 9](image9.png)

Figure 9. The comparison results between the encoder supervised with and without the cosine edge gain loss function.

<table>
<thead>
<tr>
<th>Method</th>
<th>Edge Gain</th>
<th>IoU↑</th>
<th>BER↓</th>
<th>PER↓</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>×</td>
<td>0.8866</td>
<td>11.29%</td>
<td>11.53%</td>
<td>40.64</td>
<td>0.9880</td>
</tr>
<tr>
<td>Model 2</td>
<td>✓</td>
<td>0.9318</td>
<td>8.08%</td>
<td>8.32%</td>
<td>41.87</td>
<td>0.9903</td>
</tr>
</tbody>
</table>

Table 6. The Ablation Results of the Proposed Edge Gain.

<table>
<thead>
<tr>
<th>Model</th>
<th>Edge Gain</th>
<th>IoU↑</th>
<th>BER↓</th>
<th>PER↓</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>×</td>
<td>0.8866</td>
<td>11.29%</td>
<td>11.53%</td>
<td>40.64</td>
<td>0.9880</td>
</tr>
<tr>
<td>Model 2</td>
<td>✓</td>
<td>0.9318</td>
<td>8.08%</td>
<td>8.32%</td>
<td>41.87</td>
<td>0.9903</td>
</tr>
</tbody>
</table>

Table 5. The decoding results with and without the localization network.

![Figure 10](image10.png)

Figure 10. Some failure examples: (a-1) too dark, (a-2) motion blur, (a-3) JPEG compression, (a-4) and (a-5) geometric distortion, (b) occlusion.

ing in high-frequency regions increases the visual invisibility of hidden information significantly, but its robustness decreases (BER increases by 9.35%, PER increases by 9.69%, and IoU decreases by 3.75%).

### 4.8. Limitation

This section describes the limitations of our model. In addition to being vulnerable to JPEG compression and motion blur as Section 4.4, the locating errors are too large to recover data matrices when the degree of geometric distortion exceeds the learnable range in training. This phenomenon shows that the learned markers are related to the relative position between the sub-image and the background. We present some failure examples in Figure 10. In addition, our model is vulnerable when the most areas of the encoded regions are occluded.

### 5. Conclusion

This paper proposes to learn and detect invisible markers for hidden codes in offline-to-online photography (i.e., in display/print-camera scenarios). An effective multi-stage training strategy is developed to achieve high invisibility and detectability. Experimental results show that our method is robust to general shooting conditions without time-consuming preprocessing to locate and correct encoded images with geometric distortions from the camera imaging process.
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