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Abstract

In the present work, we show that the performance
of formula-driven supervised learning (FDSL) can match
or even exceed that of ImageNet-21k without the use of
real images, human-, and self-supervision during the pre-
training of Vision Transformers (ViTs). For example, ViT-
Base pre-trained on ImageNet-21k shows 81.8% top-1 ac-
curacy when fine-tuned on ImageNet-1k and FDSL shows
82.7% top-1 accuracy when pre-trained under the same
conditions (number of images, hyperparameters, and num-
ber of epochs). Images generated by formulas avoid the
privacy/copyright issues, labeling cost and errors, and bi-
ases that real images suffer from, and thus have tremendous
potential for pre-training general models.

To understand the performance of the synthetic images,
we tested two hypotheses, namely (i) object contours are
what matter in FDSL datasets and (ii) increased number of
parameters to create labels affects performance improve-
ment in FDSL pre-training. To test the former hypothe-
sis, we constructed a dataset that consisted of simple object
contour combinations. We found that this dataset can match
the performance of fractals. For the latter hypothesis, we
found that increasing the difficulty of the pre-training task
generally leads to better fine-tuning accuracy.

1. Introduction
Image recognition has greatly benefited from labeled

real-image datasets. Conventional image datasets comprise
real images of various objects on a general background
annotated by humans. A visual representation can be ac-
quired by learning from real images with such annotations.
Supervised learning (SL) is the most trusted approach for
this task. However, in recent years self-supervised learning
(SSL) has gained ground [6–9, 16].

SSL methods have recently been used to pre-train Vision
Transformers (ViTs) [13]; however, datasets with hundreds
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Figure 1. We have found that vision transformers (ViT) can be
successfully pre-trained without real images, human- and self-
supervision, and can exceed the accuracy of ImageNet-21k pre-
training when fine-tuned on ImageNet-1k. We constructed a
new dataset Radial Contour DataBase (RCDB) based on the as-
sumption that contours are what matter for the pre-training of
ViT. RCDB also exceeded the performance of ImageNet-21k pre-
training, while consisting only of contours.

of millions of images are required [11, 32]. The learning
methods DINO [5] and MoCoV3 [10] show that it is possi-
ble to train on relatively small datasets such as ImageNet-1k
(ILSVRC) [31]. SSL methods remove the time-consuming
labeling of a dataset, but do not address privacy, copyright,
and societal biases when real images are used [2, 37].

Formula-driven supervised learning (FDSL) trains on
synthetic images generated by mathematical formulas and
thus avoids such issues [1, 3, 19–21, 27]. The images can
be categorized and labeled automatically based on the pa-
rameters of the equations used to generate them. Because
the images are generated by mathematical formulas, they
avoid the ethical problems associated with labeled real-
image datasets. If FDSL can be used to pre-train models
to the same accuracy as that achieved with real images, it
could replace SL/SSL to avoid ethical issues.

To improve FDSL methods, Kataoka et al. [21] used
fractal geometry based on the assumption that fractals are
a natural phenomenon. They found that the actual perfor-
mance depends on the number of hyperparameters in order
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to create FDSL datasets. In the present work, we inves-
tigate the most influential factors for generating synthetic
images from formulas and the possibility of using alterna-
tives to fractals. We establish some basic guidelines that
lead to better FDSL methods to avoid the iterative process
of rendering and pre-training.

In this paper, we enhance the performance of FDSL in
the context of pre-training ViTs [13]. We first test the fol-
lowing two hypotheses. Hypothesis 1: object contours are
what matter in FDSL datasets. Hypothesis 2: increased
number of parameters affects performance improvement in
FDSL pre-training. Preliminary study that led to these hy-
potheses are shown in Section 3.1. Through the valida-
tion of these hypotheses, we generate an improved synthetic
dataset that allowed us to pre-train ViTs with a higher accu-
racy than that of real-image datasets.

Impact of the paper. We show that the performance of
pre-training ViTs with FDSL can match or even exceed that
of pre-training ViT with ImageNet-21k. When fine-tuned
on ImageNet-1k, ViT-Base pre-trained on ImageNet-21k
has a top-1 accuracy of 81.8% and that pre-trained on Ex-
tended Fractal DataBase (ExFractalDB) and Radial Contour
DataBase (RCDB) (which has the same number of classes
and instances per class) has an accuracy of 82.7 and 82.4%,
respectively (Figure 1, Table 7).

Effect of Hypothesis 1. To understand the performance
of fractal images, we explore alternative formulas for gen-
erating images. In our preliminary study (see Section 3.1),
we found that the object contours in the fractal images play
an important role. Therefore, we created a dataset that
is specifically tailored to drawing object contours (called
RCDB). The performance of this dataset matches that of
FractalDB (Table 3).

Effect of Hypothesis 2. We find that higher complexity
of the mathematically generated images improves the accu-
racy of FDSL (Table 5). The complexity of the images can
be increased by adjusting the parameters of the formula-
driven image generation. For example, RCDB becomes
more complex when the number of vertices is increased;
its complexity can also be changed by adjusting the con-
tour smoothness, number of polygons, and radius (Table 2).
The complexity of FractalDB can be increased by applying
an iterative function system (IFS) in three-dimensional (3D)
space instead of two-dimensional (2D) space.

2. Related work
Supervised training is the most reliable training mode in

terms of accuracy. It is thus used as a baseline to measure
the effectiveness of other training modes. Representative
datasets such as ImageNet [11, 31] and Places [40] are col-
lected, labeled, and cross-checked using cloud sourcing.

Huge models based on ViTs have recently achieved high
accuracy when trained on enormous datasets. It can take

hundreds of millions of man hours to collect the kind of
datasets required to pre-train ViT architectures. More-
over, the resulting datasets, such as JFT-300M/3B [38] and
Instagram-3.5B (IG-3.5B) [26], are not currently publicly
available, which severely limits the accessibility and repro-
ducibility of ViT research.

SSL removes the annotation cost by automatically gen-
erating labels according to rules that can be learned [12,
15, 29, 30, 39]. The performance of contrastive SSL meth-
ods [6–8, 16] is close to that of SL. For example, Sim-
Siam [9] can learn without negative samples and with
smaller batch sizes. DINO [5] and MoCoV3 [10] have
demonstrated SSL on ViTs.

Labeling cost is not the only problem with large image
datasets. Popular datasets have privacy and fairness issues,
such as the ethical problems [4, 37] in ImageNet (human-
related labels) [11] and 80M Tiny Images [33], which have
led to the suspension of their publication1. SSL can elim-
inate labeling cost but it does not address ethical issues.
Even PASS [2], a database of images licensed under a Cre-
ative Commons (CC-BY) license that excludes images of
people, might have some harmful content.

FDSL has the potential to entirely remove such ethical
issues because it can generate and label the dataset using
only equations and their parameters. There has been con-
siderable interest in FDSL [1, 3, 19–21]. However, the per-
formance of existing FDSL fails to match that of SL and
thus FDSL methods are not yet practical alternatives.

Nakashima et al. used FractalDB for pre-training ViTs
and matched the accuracy of SSL (SimCLRV2) [27]. How-
ever, they studied only one dataset (FractalDB) and did not
analyze the performance of FDSL or its failure modes. In
the present work, we perform a wider search of possible
FDSL methods, and analyze the characteristics that cor-
relate with good pre-training performance. We also show
the range of parameters and configurations for which FDSL
completely fails, providing insight into what constitutes a
favorable synthetic image dataset for pre-training ViTs.

3. Method

We first show the results of our preliminary study from
which we deduced the hypotheses that (i) object contours
are what matter in image representation and (ii) increased
number of parameters affects performance improvement in
FDSL pre-training. Then, we propose a set of mathemati-
cally generated datasets that have varying degrees of com-
plexity in these two aspects to verify our hypotheses.

To verify the hypothesis regarding the importance of ob-
ject contours in images, we create the dataset RCDB. To
verify the second hypothesis, we increase the number of

1https : / / groups . csail . mit . edu / vision /
TinyImages/
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Image 1 Attention 1 Image 2 Attention 2 Image 3 Attention 3

Figure 2. Fractal images and attention maps on object contours.

Table 1. Relationship between FractalDB-1k and labeling. FDSL
(Fractal) corresponds to the the original FractalDB, and FDSL
(Fractal, restricted) varies only three parameters (ai, ci, ei) and
the other three (bi, di, fi) are fixed. Best values are in bold.

Type C10 C100 Cars Flowers

SSL (MoCov2) 92.6 73.7 33.6 93.9
SSL (SimCLRv2) 94.8 78.9 61.7 99.6
FDSL (Fractal, restricted) 96.8 82.0 86.8 98.2
FDSL (Fractal) 97.0 82.4 87.9 98.3

parameters in the equations used to generate the images
in ExFractalDB and RCDB and increase the size of the
dataset.

3.1. Preliminary study

As a baseline, we first report the results for FractalDB-
1k [21], which has 1,000 classes and 1,000 instances per
class. We select ViT-tiny with 16 × 16 [pixels] patches as
the baseline model. The hyperparameters and data augmen-
tation are selected according to previous work [34].
Hypothesis 1: object contours are what matter in FDSL
datasets. The attention map for the training of ViTs with
FractalDB-1k is shown in Figure 2, where attention is fo-
cused on the outer contours of the fractals. The same be-
havior was observed across other images in the dataset. We
previously believed that the ability of fractals to generate
recurring patterns found in nature is what allows them to be
used as alternatives to real images. However, these prelimi-
nary experiments suggest that the same effectiveness can be
achieved by generating object contours with a sufficiently
high complexity.

Hypothesis 2: Increased number of parameters in FDSL
pre-training. For both FDSL and SSL, manual labeling is
unnecessary. FDSL automatically labels the dataset during
its creation, which is fundamentally different from SSL. To
investigate the role of labels in FDSL, we compare the pre-
training of fractal images with FDSL and SSL, respectively
(Table 1). For SSL, we select MoCoV2 and SimCLRV2.
We compare two types of FractalDB, the original method
with 6 parameters, FDSL (Fractal), and another that varies
only three parameters while the other three are fixed, FDSL
(Fractal, restricted; See supplementary material for further
details). The three parameters (ai, ci, ei) that we changed,
were set to match the FractalDB paper [21].

Our results show that FDSL yields higher accuracy than
SSL when using FractalDB. This result indicates that it is
better to use labels from a mathematical formula that gener-

ates an image pattern with FDSL, than to assign an external
label with SSL. We also find that FractalDB created with a
larger number of parameters leads to higher accuracy. We
therefore hypothesize that the accuracy of FDSL can be im-
proved by increasing the parameters in equations to create
FDSL labels.

3.2. Formula-driven supervised learning

FDSL automatically generates image patterns and their
corresponding labels based on formulas. Unlike the pre-
training in SL/SSL, FDSL does not require real images.
Definition of FDSL. Let ϕθ be a network to be pre-trained
with parameter set θ. FDSL solves the following problem:

θ̂ = argmin
θ

E(x,y)[L(ϕθ(x), y)] (1)

where x is the synthetic image, y is the corresponding label,
and L is a loss function. The synthetic images are generated
by x = Fy(s), where y ∈ {1, 2, · · · , C} is a discrete label
and Fy is the y-th mathematical formula used to generate
intra-class images. Note that to create intra-class variation,
Fy involves randomness, so a random seed s is input. This
leads to a two-step sampling of (x, y) in Eq. (1), where y is
first uniformly sampled and then image pattern x is gener-
ated with Fy(s) using the uniformly sampled seed s.

3.2.1 Radial Contour Database (RCDB)

Definition of RCDB. The proposed radial contour R ⊂ R2

is an object made by superimposing polygons. It is defined
by a union set of polygons as follows:

R =

N∪
p=1

Rp (2)

where Rp is the p-th polygon and N is the number of poly-
gons. Each polygon Rp consists of n edges as follows:

Rp =

n∪
j=1

e(v
(p)
j−1,v

(p)
j ) (3)

where v
(p)
j ∈ R2 is the j-th vertex. Note that we define

vertices for j = 0, 1, · · · , n but v(p)
0 = v

(p)
n is redundant.

e(·, ·) is the edge between two vertices given by

e(p, q) = {tp+ (1− t)q + c ∈ R2 : 0 ≤ t ≤ 1} (4)

where c is the center of the polygon.
Our algorithm makes polygons from the center to the

border as follows. The first polygon R1 is made by resizing
an n-regular polygon, i.e., the vertices are given by

v
(1)
j = r

(
ox cos (2πj/n)
oy sin (2πj/n)

)
(5)
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Figure 3. Procedure for generating radial contours R. Example with n = 3 vertices and N = 5 polygons is shown.

Table 2. Parameter set (η) for RCDB categories.

Parameter set (η)

# of polygons (N ) {1, 2, 3, ... , 200}
# of vertices (n) {3, 4, 5, ... , 502}
Radius (r) [0.0, 100.0]
Line width (lw) [0.0, 0.1]
Resizing factor (o) [1.0, 4.0]
Perlin noise (λ) [0.0, 4.0]

for j = 0, 1, 2, · · ·n with radius r and a resizing factor o =
(ox, oy). This step is illustrated in Figure 3(a).

In the second step, vertices are copied and moved toward
the border. Specifically, given the vertices for Rp−1, new
vertices for Rp are defined as

v
(p)
j = v

(p−1)
j +

(
(lw + λxϵj,p−1) cos (2πj/n)
(lw + λyϵj,p−1) sin (2πj/n)

)
(6)

where lw is the line width, ϵj = (ϵj,1, ϵj,2, · · · , ϵj,N ) is a
one-dimensional Perlin noise sequence, and λ = (λx, λy)
is a noise scaling factor. This step is repeated for p =
2, 3, · · ·N . Examples of R2 and R are shown in Fig-
ures 3(b) and (c), respectively. Finally, the radial contour
is rendered with a line width of lw in white over a black
background. The image size is 512× 512.
RCDB-1k. Let η = (N,n, r, lw,o,λ) be a hyperparameter
set for generating radial contours. The proposed database
consists of C = 1k radial contour classes, each with a pa-
rameter set ηy (y ∈ {1, 2, · · · , C}). With the above gener-
ation procedure denoted as GRC, the definition of Fy in this
database is given by Fy(s) = GRC(ηy, s), where random
seed s is used to randomly choose the center c in Eq. (4)
and generate one-dimensional Perlin noise sequences. The
hyperparameters are uniformly distributed over the range
shown in Table 2. For each class, 1k images are generated.
Scaling RCDB. To explore the possibility of large-scale
RCDB pre-training, we prepare three more databases with
the number of classes C = 10k, 21k, and 50k. The number
of images per class is set to 1k for all databases.

3.2.2 Extended FractalDB (ExFractalDB)

FractalDB. The original FractalDB proposed in [21] con-
sists of 2D fractal images generated by an IFS. It has C
fractal classes, each of which has a hyperparameter set ηy

to generate fractals as Fy(s) = GIFS(ηy, s), where GIFS is
the rendering procedure based on IFS (see [21] for details)
and s is a random seed used to create intra-class variation.
The hyperparameter ηy = {(wi, pi)}Ni=1 consists of affine
transformation functions wi : R2 → R2 and a probabil-
ity mass function pi. FractalDB consists of C =1k classes,
each with 1k randomly generated images.
ExFractalDB. MV-FractalDB [36] consists of 2D images
that are projections of 3D fractals. The fractals are gener-
ated by 3D-IFS, which replaces the 2D affine transforma-
tion functions in ηy with 3D ones, i.e., wi : R3 → R3.
The generated fractals are projected onto images via a vir-
tual camera. ExFractalDB consists of C =1k classes.
MV-FractalDB generates 12 images from fixed viewpoints,
whereas ExFractalDB randomly selects and projects 2D im-
ages from 3D models.
Scaling ExFractalDB.. The potential of ViTs can only be
realized through pre-training on huge datasets. However,
previous work on FDSL pre-trained models on only rela-
tively small datasets (on the order of 1M images). In the
present work, we increase the size of the dataset to 10M,
20M, and 50M by simply increasing the number of classes,
which is a trivial task for FDSL. This results in datasets
with C = 10k, 21k, and 50k, respectively. For each class,
25 3D fractal instances are generated. To increase the vari-
ation of the projected images, each instance is captured by
a virtual camera from 40 positions, which are randomly and
uniformly chosen from the surface of a unit sphere. As a
result, 25 [instances] × 40 [viewpoints] = 1, 000 [images]
are generated for each class.

See supplementary material for further details of FDSL
datasets and pre-training.

4. Experiments
4.1. Verification of Hypotheses 1 and 2

In the verification, we choose the same datasets for fine-
tuning as those in previous studies [27,34], namely CIFAR-
10/100 (C10/C100) [23], Stanford Cars (Cars) [22], and
Flowers [28]. We use the same hyperparameters and data
augmentation as those in [34]. FractalDB in these experi-
ments has 1k classes, each with 1k instances. We update
all layers during the pre-training and fine-tuning for all ex-
periments. The following tables and their description corre-
spond to Hypotheses 1 or 2.
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Table 3. Comparison of FDSL methods. Hereafter, the best values
are in bold.

Pre-training C10 C100 Cars Flowers

Scratch 78.3 57.7 11.6 77.1
Perlin Noise [21] 95.0 78.4 70.6 96.1
Dead Leaves [3] 95.9 79.6 72.8 96.9
Bezier Curves [21] 96.7 80.3 82.8 98.5
RCDB 96.8 81.6 84.2 98.7
FractalDB [27] 96.8 81.6 86.0 98.3
Perlin Noise Dead Leaves Bezier Curves RCDB FractalDB

#Vertices: 3 #Vertices: 103 #Vertices: 203 #Vertices: 303 #Vertices: 403

Table 4. Relationship between #vertices and accuracy in RCDB.

#Vertices C10 C100 Cars Flowers

3–102 95.5 79.4 78.4 96.4
103–202 94.2 76.3 55.8 95.9
203–302 71.3 46.9 4.9 49.8
303–402 59.4 33.9 2.5 26.8
403–502 40.1 13.6 0.8 5.3

3–502 96.4 80.7 83.0 98.5

Perlin Noise Dead Leaves Bezier Curves RCDB FractalDB

#Vertices: 3 #Vertices: 103 #Vertices: 203 #Vertices: 303 #Vertices: 403

Hypothesis 1: Comparison of FDSL methods (Table 3).
We compare various types of mathematically generated
dataset. Perlin noise and Bezier curves are from [21].

The results show that pre-training with RCDB and Frac-
talDB give the highest fine-tuning accuracy, closely fol-
lowed by BezierCurveDB. In RCDB, we only changed the
number of vertices (n in parameter set η). Regarding Hy-
pothesis 1, we confirm that image representation using ob-
ject contours tends to yield higher scores.
Hypothesis 1: Complexity of object contours in RCDB
(Table 4). The complexity of the object contours in RCDB
can be controlled by changing the number of vertices. We
split the classes depending on the number of vertices.

Table 4 shows the results of RCDB for various ranges of
categories. A comparison of the results obtained with 3–
502 vertices (500 classes) and 3–102 vertices (100 classes)
indicates that there exists an optimal degree of contour com-
plexity. For ViTs, the best results are obtained with 103–
202 vertices (100 classes); accuracy saturates at about 203–
302 vertices (100 classes). Pre-training on RCDB with 203–
302, 303–402, and 403–502 vertices led to lower scores
than those for training from scratch (Table 9). This means
that overly complicated object contours inhibit the acquisi-
tion of visual representation during the pre-training phase.
Hypothesis 2: Increased number of parameters in FDSL
pre-training (Table 5). We increase the number of pa-

Table 5. Effect of increased parameters in FDSL methods. BC
stands for Bezier curves. Values in parentheses indicate the differ-
ence from the case with fewer parameters.

Pre-training C10 C100 Cars Flowers

BC 96.9 (0.2) 81.4 (1.1) 85.9 (3.1) 97.9 (-0.6)

RCDB 97.0 (0.2) 82.2 (0.6) 86.5 (2.4) 98.9 (0.2)

ExFractalDB 97.2 (0.4) 81.8 (0.2) 87.0 (1.0) 98.9 (0.6)
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Figure 4. Parameter tuning on RCDB. Tuning was conducted with
{C10, C100, Cars, Flowers}. The values in the graphs show the
average rates on the four datasets.
Table 6. Comparisons of class definition type (from 2D IFS and
3D IFS) and instance augmentation (MV-FractalDB: fixed view-
points and ExFractalDB: random viewpoints).

Pre-training IFS C10 C100 Cars Flowers

FractalDB [21] 2D 96.8 81.6 86.0 98.3
MV-FractalDB [36] 3D 96.9 81.4 86.5 98.5
ExFractalDB 3D 97.2 81.8 87.0 98.9

rameters to create FDSL labels. The results for Bezier
Curves (BC; See supplementary material for further de-
tails), RCDB, and ExFractalDB are shown in Table 5.
Hypothesis 2: Parameter search for RCDB (Fig-
ures 4(a)–4(e)). We explored the parameter set η in order to
combine these parameters in addition to the #vertices. Fig-
ures 4(a)–4(e) respectively show the effects of the number
of polygons, radius, line width, resizing factor, and Perlin
noise on accuracy. The parameters for RCDB in Table 2 are
based on the results of this parameter search.
Hypothesis 2: Comparison of FractalDB [21], MV-
FractalDB [36], and ExFractalDB (Table 6). ExFractalDB
renders 3D fractals and projects them onto a 2D image.
MV-FractalDB uses a fixed perspective when projecting 3D
fractals onto 2D images; however, the present work uses
a random perspective. MV-FractalDB labels the images ac-
cording to the perspective in addition to the class of fractals;
however, we do not consider the perspective labels.

As shown in the visualization (Figure 1), acquiring 2D
images from a 3D model sharpens attention to multiple lo-
cations that seems to be useful for classification (unlike the
attention to contours in Figure 2), and improves the accu-
racy itself.

4.2. Failure modes of FDSL

We have shown that pre-training with synthetic images
that consist of only simple contours can match the accuracy
of real images even at a fairly large scale. We now investi-
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(f) (Left, center-left) Point rendering in FractalDB-1k with 10k and 50k points.
We executed pre-training with {500, 1k, 10k, 50k, 100k, 200k} points in
FractalDB-1k. (Center-right, right) The attention maps with the pre-trained
models on FractalDB with 10k and 50k points, respectively.
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(g) (Left) An example of RCDB with broken contours. We de-
liberately draw 1k lines with the same color as the background.
(Center, right) Attention maps with the pre-trained models on
RCDB with and without broken object contours, respectively.

Figure 5. Results, image examples, and attention maps in point-rendered FractalDB-1k (a, b, c, d, f) and RCDB with corruption (e, g).
Although the fractal images with 50k (or higher) points and radial contours successfully trained the visual representations, the fractal
images with 10k (or lower) points and radial contours with corruption failed.
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Figure 6. Pre-training with line counting.

gate when and how FDSL can fail.
Minimum number of rendering points. We investigate
the minimum number of points used in the rendering of
fractals in FractalDB. Figure 5 shows the results and im-
age examples in the point-rendered FractalDB. According
to Figures 5(a)–5(d), the pre-trained models acquire a good
representation when the number of fractal points is 50k or
higher, at which point the fractal images start to form a con-
tour (Figure 5(f)).
Adding corruption (broken object contours). We verify
RCDB images with and without broken object contours, as
shown in Figure 5(g). We deliberately draw 1k lines with
the same color as the background. The lengths and posi-
tions of the lines are fully randomized. We adjust the thick-
ness of the lines so that the object contours of RCDB are
corrupted but the main frame does not disappear like in Fig-
ure 5(g). From the results in Figure 5(e), the rates change
from {95.5, 79.4, 78.4, 96.4} with corruption to {46.2, 22.1,
1.1, 8.8} without corruption. These results support Hypoth-
esis 1, namely that object contours are what matter in FDSL

datasets.
Minimum simplicity of images for pre-training ViTs. We
create an extremely simple dataset with images that only
contain randomly drawn lines (LineDB). The classes are as-
signed by counting the number of lines in each image. In
this experiment, we assign LineDB-{16, 32, 64, 128, 256,
512, 1,000} categories in the pre-training phase (see Fig-
ure 6). LineDB is useful for pre-training. The model pre-
trained with LineDB-512 had {95.6, 77.7, 71.9, 96.8} on
{C10, C100, Cars, Flowers} (much higher than those for
scratch training in Table 9). However, the pre-training ef-
fect slightly decreases for 1k categories. This is related to
the optimal degree of contour complexity shown in Table 4.
Moreover, for the dataset to have a positive pre-training ef-
fect, consistent labels need to be assigned to non-trivial im-
ages. The performance of LineDB-512 with random per-
mutation was very low, with {13.5, 1.9, 0.8, 3.4} on {C10,
C100, Cars, Flowers}.

4.3. Discussion of Hypotheses 1 and 2

Here, we summarize the results of hypotheses 1 and 2.
Hypothesis 1: object contours are what matter in FDSL
datasets. Preliminary visualization experiments shown in
Figure 1 and 2 show that the self-attention is focused on the
contours during ViT pre-training. This led to our first hy-
pothesis that object contours are what matter in the dataset
for pre-training ViTs. To validate this hypothesis, we con-
structed various synthetic datasets. From Table 4, we saw
that datasets that consist mostly of contour lines such as
BezierCurves, RCDB, and FractalDB had the highest ac-
curacy. This supports our hypothesis that object contours
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Table 7. Comparison of ImageNet-1k fine-tuning. Accuracies
obtained with ViT-Ti/B architectures are listed. 21k/50k indi-
cates the number of classes in the pre-training phase. Best and
second-best values for a given dataset are in underlined bold
and bold, respectively.

Pre-training Img Type ViT-Ti ViT-B

Scratch – – 72.6 79.8
ImageNet-21k Real SL 74.1 81.8
FractalDB-21k Synth FDSL 73.0 81.8
FractalDB-50k Synth FDSL 73.4 82.1
ExFractalDB-21k Synth FDSL 73.6 82.7
ExFractalDB-50k Synth FDSL 73.7 82.5
RCDB-21k Synth FDSL 73.1 82.4
RCDB-50k Synth FDSL 73.4 82.6

Table 8. Comparison of object detection and instance segmen-
tation. Several pre-trained models were validated on COCO
dataset. Best values at each learning type are in bold.

Pre-training COCO Det COCO Inst Seg
AP50 / AP / AP75 AP50 / AP / AP75

Scratch 63.7 / 42.2 / 46.1 60.7 / 38.5 / 41.3
ImageNet-1k 69.2 / 48.2 / 53.0 66.6 / 43.1 / 46.5
ImageNet-21k 70.7 / 48.8 / 53.2 67.7 / 43.6 / 47.0
ExFractalDB-1k 69.1 / 48.0 / 52.8 66.3 / 42.8 / 45.9
ExFractalDB-21k 69.2 / 48.0 / 52.6 66.4 / 42.8 / 46.1
RCDB-1k 68.3 / 47.4 / 51.9 65.7 / 42.2 / 45.5
RCDB-21k 67.7 / 46.6 / 51.2 64.8 / 41.6 / 44.7

are indeed essential for pre-training ViTs.
Figure 5 shows the effect of varying the number of points

to render FractalDB. We see that using fewer points than
50k results in broken contour lines, for which the pre-
training fails. We also break the contour lines in RCDB
by drawing white lines over the shapes, as shown in Figure
5(g). From Figure 5(e), we see that this also prevents the
ViT from learning a good visual representation.

Table 5 shows that increasing the number of vertices in
RCDB beyond 203–302 makes the pre-training fail com-
pletely. On the other hand, using less number of vertices
while augmenting the number of classes by introducing ex-
tra parameters resulted in a significant improvement in the
accuracy, even up to 50k classes, as shown in Table 8. Fig-
ure 6 shows that the accuracy of LineDB also degrades
when the number of lines exceeds 512.
Hypothesis 2: increased number of parameters in FDSL
pre-training. Table 1 shows that the pre-training with Frac-
talDB results in higher scores than pre-training using exter-
nal labels with SSL. In addition, it was found that the more
fractal parameters that were varied (3 and 6 parameters were
compared in Table 1), the better the pre-training effect was.

For FractalDB, we extended the IFS from 2D to 3D and
increased the number of parameters in the equation from 6
to 12, which led to a significant increase in the number of
classes, each with distinct features. When projecting the
3D fractal onto a 2D image, we used a random perspective
instead of a set of fixed perspectives.

For RCDB, we varied the parameter set (Table 2) includ-
ing number of contours, radius, line width, resizing factor,
and Perlin noise, in addition to the number of vertices, with
each combination categorized as a different class. The pa-
rameters were decided by the exploration in Figure 4. For
RCDB, we varied the parameter set η with each combina-
tion categorized as a different class.

Table 5 shows that each of these modifications led to
a notable improvement in accuracy. For RCDB, Table 7
shows that the increase in accuracy with increasing number

of classes continues up to 50k classes.

4.4. Comparisons of SL, SSL, and FDSL

In the comparison experiments, we create FDSL meth-
ods with the same dataset size as that for the baseline
method and compare them after pre-training.
ImageNet-1k fine-tuning (Table 7). We compare
the results for fine-tuning on ImageNet-1k after pre-
training on large real and synthetic datasets. We use
RCDB/ExFractalDB with 21k and 50k classes for the pre-
training and compare it with ImageNet-21k pre-training.
We fix the number of instances to 1k and vary the number of
classes, as done in previous work [21, 27], but for a larger
number of classes. For the large datasets, the pre-training
is conducted with fewer epochs to keep the total number of
images used for pre-training somewhat constant. For the
databases with 21k and 50k classes, 90 and 40 epochs are
used, respectively. The model size is increased from ViT-
Tiny to ViT-Base.

The results in Table 7 show that the ImageNet-1k ac-
curacy for ViT-Base is 79.8 when trained from scratch
and 81.8 when pre-trained with ImageNet-21k. Pre-
training with ExFractalDB-21k (82.7), RCDB-21k (82.4),
and RCDB-50k (82.6) outperforms that with ImageNet-
21k. The fact that we can match the accuracy of pre-training
on ImageNet-21k with synthetic datasets of the same size
is rather surprising given that the domain of the synthetic
datasets is very different from that of the real images in
ImageNet-1k/21k.
COCO detection/instance segmentation (Table 8). We
additionally validate detection and instance segmentation
using the COCO [35]. We use a Swin Transformer [25]
backbone, a Mask R-CNN [17] head, and pre-training for
60 epochs. Our pre-trained model achieved scores similar
to those for the model pre-trained with ImageNet-1k.
FDSL versus SSL/SL (Table 9). For the following compar-
isons, we extend the datasets used for fine-tuning. In addi-
tion to C10/100, Cars, and Flowers, we include ImageNet-
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Table 9. Comparison of pre-training for SL/SSL methods. For SSL, (D) indicates DINO [5]. Best values at each learning type are in bold.

Pre-training Img Type C10 C100 Cars Flowers VOC12 P30 IN100 Average

Scratch – – 78.3 57.7 11.6 77.1 64.8 75.7 73.2 62.6
Places-365 Real SL 97.6 83.9 89.2 99.3 84.6 – 89.4 –
ImageNet-1k Real SL 98.0 85.5 89.9 99.4 88.7 80.0 – –

ImageNet-1k Real SSL (D) 97.7 82.4 88.0 98.5 74.7 78.4 89.0 86.9
PASS Real SSL (D) 97.5 84.0 86.4 98.6 82.9 79.0 82.9 87.8

FractalDB-1k [27] Synth FDSL 96.8 81.6 86.0 98.3 80.6 78.4 88.3 87.1
RCDB-1k Synth FDSL 97.0 82.2 86.5 98.9 80.9 79.7 88.5 87.6
ExFractalDB-1k Synth FDSL 97.2 81.8 87.0 98.9 80.6 78.0 88.1 87.4
ExFractalDB-1k* Synth FDSL 97.5 82.6 90.3 99.6 81.4 79.4 89.2 88.6
* Rate calculated for 1.4M images, which is the same number of images in PASS dataset.

Table 10. Comparison of ViT, gMLP, and ResNet with FractalDB-
1k, ExFractalDB-1k, RCDB-1k, and LineDB-1k pre-training.

Pre-training Arch. C10 C100 Cars Flowers

FractalDB ResNet 95.7 79.0 80.9 96.9
FractalDB gMLP 95.4 77.4 78.7 94.2
FractalDB ViT 96.8 81.6 86.0 98.3
ExFractalDB ResNet 96.1 80.4 80.3 97.4
ExFractalDB gMLP 96.7 80.0 84.5 98.6
ExFractalDB ViT 97.2 81.8 87.0 98.9
RCDB ResNet 95.6 78.4 71.6 94.2
RCDB gMLP 96.1 78.6 78.1 96.6
RCDB ViT 97.0 82.2 86.5 98.9
LineDB ResNet 91.8 65.5 15.6 71.1
LineDB gMLP 93.9 73.2 30.2 85.3
LineDB ViT 95.6 77.7 71.9 96.8

100 (IN100) [21], Places30 (P30) [21], and Pascal VOC
2012 (VOC12) [14]. We compare RCDB and FractalDB
with DINO on ImageNet-1k and PASS [2], and human an-
notations on Places-365 and ImageNet-1k in Table 9.

A comparison of the average accuracy across all fine-
tuning datasets indicates that ExFractalDB-1k with 1.4k in-
stances achieved a higher average accuracy (88.6) than that
of the self-supervised PASS (PASS+DINO 87.8). PASS and
FDSL both attempt to improve ethics in datasets. FDSL
shows that it is possible to achieve higher accuracy with
synthetic datasets of the same size.

FDSL pre-training partially outperformed ImageNet-1k
pre-training in Cars with ExFractalDB-1k (90.3 vs. 89.9)
and Flowers with ExFractalDB (99.6 vs. 99.4). Although
FDSL did not outperform ImageNet pre-training for all
cases, it is competitive across a wide rage of fine-tuning.
Performance on gMLP and ResNet. Table 10 shows the
results for gMLP [24] and ResNet [18]. We use gMLP-Tiny
with a 16×16 patch and ResNet with 50 layers. The archi-
tectures contain 6.0M and 25.0M parameters, respectively
(ViT-Ti has 5.0M). According to the results, ViT seems to
be a better match with FDSL than gMLP and ResNet.

See supplementary material for further details of experi-
mental results and visualizations.

5. Conclusion
We investigated the possibility of using various forms

of FDSL for pre-training ViTs. We extended the original
FractalDB to formulas that focus purely on object contours
and increased the complexity of the formula supervision to
observe its effect. One of our major findings is that we can
surpass the accuracy of a ViT pre-trained on ImageNet-21k
using our FractralDB-21k dataset.

In the present work, we provided empirical evidence that
support our two hypotheses. We created a variety of syn-
thetic datasets with different characteristics. When these
datasets were used for the pre-training of ViT, the ones that
consist primarily of contours gave the highest fine-tuning
accuracy, which validates our first hypothesis. We also con-
trolled the difficulty of the pre-training by varying the num-
ber of FDSL parameters. We found that more difficult pre-
training tasks lead to better fine-tuning accuracy, which val-
idates our second hypothesis.

We believe that further improvements in contour shapes
and a more complex classification task are possible, which
leaves open the possibility to scale up the pre-training on
synthetic datasets to one day outperform JFT-300M/3B [32,
38] and IG-3.5B [26].
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