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Abstract

This paper presents a simple and effective solution to the longstanding classical multi-view photometric stereo (MVPS) problem. It is well-known that photometric stereo (PS) is excellent at recovering high-frequency surface details, whereas multi-view stereo (MVS) can help remove the low-frequency distortion due to PS and retain the global geometry of the shape. This paper proposes an approach that can effectively utilize such complementary strengths of PS and MVS. Our key idea is to combine them suitably while considering the per-pixel uncertainty of their estimates. To this end, we estimate per-pixel surface normals and depth using an uncertainty-aware deep-PS network and deep-MVS network, respectively. Uncertainty modeling helps select reliable surface normal and depth estimates at each pixel which then act as a true representative of the dense surface geometry. At each pixel, our approach either selects or discards deep-PS and deep-MVS network prediction depending on the prediction uncertainty measure. For dense, detailed, and precise inference of the object’s surface profile, we propose to learn the implicit neural shape representation via a multilayer perceptron (MLP). Our approach encourages the MLP to converge to a natural zero-level set surface using the confident prediction from deep-PS and deep-MVS networks, providing superior dense surface reconstruction. Extensive experiments on the DiLiGenT-MV benchmark dataset show that our method provides high-quality shape recovery with a much lower memory footprint while outperforming almost all of the existing approaches.

1. Introduction

In the coming decade, dense 3D data acquisition of objects is likely to become one of the most important problems in computer vision and industrial machine vision. Moreover, it can be helpful for a wide range of other cutting-edge scientific disciplines such as metrology [12], geometry processing [4], forensics [44], etc. At present, it is widely accepted that methods such as structure-from-motion [21,55], multi-view stereo [12], photometric stereo [30, 54, 61], and other standalone approaches [34,35,43,47,60] are not sufficient on their own to provide detailed and precise 3D reconstruction for all kinds of surfaces [44]. Therefore, methods that combine complementary surface estimates by leveraging more than one modality are often preferred [36, 46].

Among the passive 3D shape acquisition methods, multi-view stereo (MVS) has become the most popular approach [13, 55, 62], especially after the proliferation of cheap digital cameras for high-quality imaging. Yet, MVS works best for Lambertian textured surfaces and gives unreliable results for non-textured objects with non-Lambertian surface reflectance property. Moreover, high-frequency surface details such as indentations and scratches are difficult to recover using MVS methods (see Fig.1(a)).

On the other hand, photometric stereo (PS) is magnificent at recovering high-frequency surface details using light-varying images [61]. It is also effective for non-textured, and non-Lambertian surfaces [6]. PS allows the recovery of per-pixel depth of the object by integration of the estimated surface normals [24]. However, PS suffers from the main shortcoming: The recovered surface profile is globally deformed by a low-frequency distortion [46]. Such distortion is likely due to numerical integration of the surface normal map without explicit constraints between multiple disconnected regions of the object’s surface [46,52,64] or non-directional lighting effects (see Fig.1(b)).

Combining the complementary responses of MVS and PS is known as multi-view photometric stereo (MVPS) [22]. In this paper, we propose an approach that can effectively exploit such complementary surface information. Our work leverages recent advances in deep neural networks. To this end, we use a PatchMatch-based deep-MVS network [59] to infer the per-pixel depth and a CNN-based deep-PS network [27] to infer per-pixel surface normal. But, we know that such deep network models have their accuracy limits and can predict erroneous depth or surface normals in certain parts of the object. In that case, if we naively combine the output predicted by these networks, we may end up having a bad overall result. To resolve this, we extend the deep-PS and deep-MVS networks with per-pixel uncertainty estimation capability. Using the prediction uncertainty as a measure, we select and combine only reliable
surface estimates at each pixel, that is either deep-PS normal, deep-MVS depth, both, or none of the prediction.

Using our approach of selecting and discarding surface estimates may result in the loss of some pixels’ corresponding 3D surface details. To recover those lost geometric details, we introduce a neural network (MLP layers only) based optimization to recover the overall dense shape from those selected surface predictions by representing the object’s shape as level sets of the neural network. Our overall loss function optimization encourages the zero-level set of the neural network to converge to the confident surface estimates. To that end, we first convert the depth estimate to point cloud while keeping the predicted surface normals representation as it is. Our approach then optimizes for parameters of an MLP so that it approximates a signed-distance-function (SDF) to a plausible surface based on the point cloud, surface normals, and an implicit geometric regularization term developed on the Eikonal partial differential equation [8]. Fig.1(c) shows an example reconstruction using our approach. In summary, we make the following contributions:

• We present an effective and easy-to-use deep neural network-based solution to the classical MVPS problem for dense, detailed, and precise recovery of 3D shapes.
• We introduce uncertainty-aware deep-PS and deep-MVS modeling in the MVPS pipeline. Modeling uncertainty helps as a measure in automatic discarding of unreliable surface estimates at a pixel, hence improving robustness.
• We propose an implicit neural shape representation based on the Eikonal term in the MLP loss for natural zero level set surface recovery [8]. It reliably infers the object’s dense surface geometry defined by the confident deep-PS and deep-MVS prediction with better memory foot-print than the methods based on mesh processing [36,49].

2. Related Work

To better place the previous works, we have divided the important MVPS methods literature into two groups.

(a) Traditional MVPS Methods. MVPS is a classical 3D shape acquisition setup introduced by Hernandez et al. [22]. The proposed setup is composed of a turn-table with an object placed at the center of the table for multi-view and photometric stereo image acquisition. The MVPS algorithm proposed by Hernandez et al. [22] combines the multi-view PS results and corrects its low-frequency surface distortion via multi-view geometric constraint. Yet, the method works well only for specific parametric BRDF models [36]. Later, Park et al. [49,50] proposed an uncalibrated MVPS method to recover fine geometric details of the shape. It requires an initial coarse mesh with a 2D displacement map for optimization leading to shape recovery. Still, the method cannot handle objects with diverse surface reflectance properties. Further, it often fails on textureless regions with non-Lambertian reflectances [36]. Logothetis et al. [38] used a volumetric approach to solve MVPS via a variational framework. Recently, Li et al. [36] proposed a systematic geometric approach to MVPS showing state-of-the-art (SOTA) results. However, it consists of several carefully crafted explicit geometric modeling steps such as iso-depth contour estimation, tracing contours, multi-view depth propagation, point sorting, shape optimization, etc. It requires a successful execution of each of these steps applied in a sequel to recover the surface. Hence, re-implementing such an approach is complex, strained, and time-consuming. Furthermore, the use of classical PS and MVS in their pipeline has its limitations; for e.g., classical PS, MVS may not handle a wide range of objects with non-Lambertian properties, etc.

On the contrary, we propose a novel, simple, and everyday deep neural network based solution to MVPS that can handle objects with different reflectance properties and delivers 3D reconstruction accuracy as good as the complex SOTA when tested on the benchmark dataset [36].

(b) Deep Learning based MVPS Methods. Kaya et al. [31] recently proposed a neural radiance fields-based approach to solve MVPS. It uses a pre-trained deep-PS model to predict the surface normal. It then conditions the multi-view image rendering on the predicted PS surface normal to recover the surface geometry. Even though the method is
3. Proposed Approach

We denote $\mathcal{I}^v = \{I_1^v, \ldots, I_{N_p}^v\}$ as the set of $N_p$ input PS images for a given view $v \in \{1, \ldots, N_m\}$, where $N_m$ is the number of views. For MVS, we follow Li et al. [36] work, which takes the median of all PS images per camera view to have MVS images. Concretely, $Y^v = \text{median}(\mathcal{I}^v)$ gives us the set $Y = \{Y^1, \ldots, Y^{N_m}\}$ of MVS images. We assume a calibrated setting, i.e., light source directions, intensities, and camera calibrations are known.

The rest of the section is organized as follows: In Sec. §3.1, we introduce our uncertainty-aware deep-PS network. Next, in Sec. §3.2, we describe the uncertainty-aware deep-MVS network pipeline. Finally, in Sec. §3.3, we explain our neural shape representation approach and level set optimization for dense, detailed, and accurate 3D surface recovery from high-fidelity surface normals and depth estimates.

3.1. Uncertainty-Aware Deep Photometric Stereo

When an object surface is illuminated by $k^{th}$ light source located in the direction $l_k \in \mathbb{R}^{3 \times 1}$, then the PS image $I_k^v \in \mathbb{R}^{p \times 1}$ (vectorized form) captured by a camera in the view direction $v \in \mathbb{R}^{3 \times 1}$ w.r.t. the object is modeled as:

$$I_k^v = e_k \cdot \Psi(N_v, l_k, v) \cdot \max(N_i^T l_k, 0) + \epsilon_k. \quad (1)$$

Here, $p$ symbolizes the total number of object surface pixels, $e_k \in \mathbb{R}^+$ denotes the light intensity, $\epsilon_k$ is an additive error. The image formation model in Eq. (1) assumes a real-world object with a reflective surface, whose appearance is encoded by a BRDF $\Psi$ with surface normal $N_v \in \mathbb{R}^{3 \times p}$ and $\max(N_i^T l_k, 0)$ accounts for the attached shadows. The formulation in Eq. (1) has led to outstanding developments in PS for recovering fine surface details [57, 61, 63]. Yet, modeling unknown reflectance of different objects remains a challenge. Recently, deep learning-based methods have been proposed to utilize neural networks’ ability to learn complicated BRDFs from input data [6, 27, 30, 53, 56, 58]. Accordingly, we adhere to using a supervised deep learning framework to have high-fidelity surface normal predictions at test time for a diverse set of objects with different material properties. To that end, we adopt an observation map based modeling in deep-PS [27] due to its simplicity and notable performance on PS benchmark datasets [56, 57].

- **Observation Map.** An observation map is a 2D matrix that stores normalized grayscale pixel values observed under different light sources (Fig. 2 bottom left). We independently create observation map for every object pixel. In a PS setup, there exists a one-to-one mapping between $k^{th}$ light source direction $[l_k(x), l_k(y), l_k(z)]^T \in \mathbb{R}^{3 \times 1}$ and its corresponding $x-y$ coordinate projection $[l_k(x), l_k(y)]^T \in \mathbb{R}^{2 \times 1}$. Utilizing these notations, observation map $\Omega_i^v$ for $i^{th}$ pixel captured from view $v$ is defined as:

$$\Omega_i^v \left( \zeta \left( \frac{(l_k(x) + 1)}{2} \right), \zeta \left( \frac{(l_k(y) + 1)}{2} \right) \right) = \frac{I_k^v(i)}{\eta_i e_k} \quad (2)$$

where, $\omega$ is the 2D resolution of the observation map and the scalar $\eta_i = \max(I_i^v(i) / e_1, \ldots, I_i^v(N_p) / e_{N_p})$ is the normalizing constant. Here, $\zeta : \mathbb{R} \mapsto \mathbb{Z}_0^+$, since the projected source direction vectors can take values from $[-1, 1]$, they are scaled to suitable positive integer (including zero).

- **Deep-PS Network Architecture.** The deep-PS network takes $\Omega_i^v$ of each pixel as input and regresses to corresponding ground-truth surface normal at train time to obtain deep-PS model (see Fig. 2). The network design comprises an initial $3 \times 3$ convolution layer, which converts the observation map into a feature block. Next, the architecture has two dense blocks with a transition layer in between. The dense block is composed of a ReLU and $3 \times 3$ convolution layer. The transition layer comprises a ReLU, $1 \times 1$ convolution, and an average pooling layer. After the second dense block, one convolution and two fully connected layers are applied, followed by a normalization operation to recover unit length surface normals as output. For more details refer [27].

- **Uncertainty Modeling in Deep-PS Network.** The above deep-PS network is not apt for estimating the uncertainty of the predicted surface normals at test time. For our problem, it is imperative to have that information as perfect prediction is not always possible. Accordingly, we modify the deep-PS architecture to provide uncertainty of the predicted surface normals by leveraging the Bayesian neural network (NN) approach [41, 45]. Generally, Bayesian NNs are a simple extension of NNs by placing a prior distribution (generally Gaussian) over the NN’s weights. Compared to standard NN, it has the advantage of providing an uncertainty measure of the network prediction [17, 51]. For completeness, let’s briefly review the standard Bayesian NN framework.
Let \( \{A, B\} \) be the training dataset with \( A \) as input and output sets, respectively. Assume, a Bayesian NN with \( L \) layers parameterized by weight \( w = \{W_j\}_{j=1}^L \) with \( W_j \) as the weight matrix for layer \( j \). The predictive distribution \( P(b^*|a^*, A, B) \) for a new input \( a^* \) is formulated as \( P(b^*|a^*, A, B) = \int P(b^*|a^*, w)P(w|A, B)dw. \) However, to determine predictive distribution value is intractable as \( P(w|A, B) \) is hard to solve analytically [15]. Generally, variational inference \((VI)\) is used to approximate \( P(w|A, B) \). By introducing the variational distribution \( Q_\gamma(w) \) parameterized by \( \gamma \), the KL divergence between \( Q_\gamma(w) \) and \( P(w|A, B) \) is minimized as \( \mathcal{L}_{VI} = -\int Q_\gamma(w)\log(B|A, w)dw + KL(Q_\gamma(w)||P(w)). \)

While \( VI \) based on KL divergence is widely used, the assumption of Gaussian distribution on the network parameters increases the complexity of the model. That, in turn, reduces the model efficiency without a significant gain in predictive power. Not long ago, Gal et al. [14] proposed a Bernoulli distribution-based \( VI \) approach which provides a simpler and fruitful approximation to the posterior distribution. To adopt Bernoulli distribution approach to our deep-PS network, we model \( W_j = M_j \cdot \text{diag}(z_j,u)_{j=1}^L \) and \( z_j,u \) as Bernoulli(\( q_j \)) for \( j = 1, \ldots, L, u = 1, \ldots, K_j-1 \). Here, \( M_j \) denotes variational parameters of \( W_j \in \mathbb{R}^{K_j \times K_j-1} \) with \( K_j \) the number of units at layer \( j \), and \( z_j,u \) denotes the Bernoulli random variables with probability \( q_j \).

With such parameterization, the integral term in \( \mathcal{L}_{VI} \) is approximated by sampling \( W \) from a Bernoulli distribution, also known as Monte Carlo (MC) integration approach. Likewise, the KL divergence term in \( \mathcal{L}_{VI} \) is replaced with a weight decay on network parameters [14]. Using these approximations, we train our uncertainty-aware deep-PS network using the following loss function:

\[
\mathcal{L}_{ps} = \frac{1}{N_{mc}} \sum_{j=1}^{N_{mc}} ||\tilde{n}_j - n_{gt}||_2^2 + \lambda_w \sum_{j=1}^{L} ||W_j||_2^2 \tag{3}
\]

where, \( N_{mc} \) is the number of MC samples, \( \tilde{n}_j \) is the estimated normal surface in each forward pass and \( n_{gt} \) is the ground-truth surface normal. As shown in Gal et al. [14] work, we can realize the approximation to Bernoulli distribution by introducing dropout layers in the neural network. Accordingly, we apply dropout with \( q_j = 0.2 \) after each convolution and fully-connected layer in deep-PS network. We keep dropout layers active during train and test time.

Due to the introduction of dropout layers, we now have a stochastic network. At test time, we run the trained model multiple times, recording the (potentially varying) surface normal prediction at each \( i^{th} \) pixel. We then calculate the mean and variance of these multiple predictions at every pixel. The mean is taken as the final prediction with uncertainty measure but now on the depth prediction. One approach is focused on highly confident predictions, we convert the per-pixel variance to a single binary variable \( \sigma_i^2 \).

We set \( c_i^{ps} = 1, \) if \( \|\sigma_i^2\|_1 < \tau_{ps} \) and \( c_i^{ps} = 0, \) otherwise.

### 3.2. Uncertainty-Aware Deep Multi-View Stereo

Similar to deep-PS network, we aim to have a per-pixel uncertainty measure but now on the depth prediction. One natural way is to similarly use MC dropout strategy to deep-MVS network. Fortunately, there already exist deep MVS frameworks which have the intrinsic ability to implicitly provide uncertainty measure via confidence values of their depth predictions [7,25,59,69]. Hence, it is inefficient to add extra complexity by introducing MC dropout layers. Among [7,25,59,69], we use [59], i.e., PatchMatch based deep-MVS network due to its recent SOTA performance on MVS benchmarks and fast inference on large scale images.

**PatchMatch based Deep-MVS Network.** Similar to PatchMatch algorithm [2], the PatchMatch based deep-MVS network employs [2] via similar three steps (but in 3d scene space) as follows: (i) Initialization step: Generating depth hypotheses, (ii) Propagation step: Propagate the hypotheses to neighbors, and (iii) Evaluation step: Compute...
the similarity cost and search for best solution. We apply these steps on per-pixel multi-scale features that are hierarchically extracted from \( Y \) at \( M \) different resolution scales [37, 59] (see Fig. 2 top left). This allowed us to estimate depth in a coarse-to-fine manner. Before we introduce the steps, let’s denote the reference frame by \( Y^r \in \mathbb{R}^{w \times h} \), coordinates of the \( i^{th} \) pixel by \( y_i \), frame \( r \) feature by \( \Phi^r \), and camera \( r \) intrinsic calibration matrix by \( K_r \). For each reference frame, we pick \( N_s \) source frames where \( Y^s \in \mathbb{R}^{w \times h} \) denotes a source frame. \( (R_{r,s}, t_{r,s}) \) denotes the relative motion between frame \( r \) and \( s \). We skip to add extra notation for stage number for simplicity of writing.

**Initialization.** In the first iteration, per-pixel \( D_f \) depth hypotheses are sampled. Once initialized, “local perturbations” are invoked in the subsequent iteration at each stage to diversify the hypotheses [3]. For local perturbations, per-pixel \( N^m_d \) hypotheses are generated at stage \( m \).

**Propagation.** Existing hypotheses are enriched using spatially neighboring pixels that are likely to have similar depth values. For that, an “adaptive propagation” approach that uses a learnable offset to gather hypotheses from the same physical surface rather than a fixed set of neighbors is used. Accordingly, 2D CNN is applied on \( \Phi^r \) to learn a 2D offset for each pixel and obtain \( N^m_d \) additional hypotheses at stage \( m \) using the depth map of the previous iteration.

**Evaluation.** The best solution is searched by evaluating the similarity cost for existing depth hypotheses. For that, group-wise correlation between \( \Phi_i(y_i) \) and warped source feature \( \Phi^s(y_i^s) \) is calculated for every pixel and depth hypothesis [67]. Here, group-wise correlation is obtained by dividing the features into groups along channel dimension and computing the inner product per group. \( y_i^s = K_r(R_{r,s}d_j(y_i) + t_{r,s}) \) where \( d_j(y_i) \) stands for the \( j^{th} \) depth hypothesis at pixel coordinates \( y_i \).

The group-wise correlation costs over number of views are aggregated with per-pixel view weight [55, 68]. Then, a 3D convolution layer with \( 1 \times 1 \times 1 \) kernel is applied on the aggregated cost to obtain “search cost” per-pixel and depth hypothesis \( J \in \mathbb{R}^{w \times h \times D} \). The search cost is further aggregated over a spatial window into \( \tilde{J}(y_i, j) \) for increased robustness. For per-pixel “depth regression”, softmax \( \sigma \) is applied to \( \tilde{J}(y_i, j) \) and expectation over depth hypotheses is evaluated as \( D_i(y_i) = \sum_{j=0}^{D-1} d_j(y_i) \cdot \sigma(\tilde{J}(y_i, j)) \).

Subsequently, per-pixel confidence measure \( \rho_i \) is computed using the predicted probability of the most likely depth hypothesis, i.e., \( \rho_i = \sigma(\tilde{J}(y_i, j^*)) \). Finally, an independent depth residual network based on [26] is used for “refinement” to obtain output depth map \( D_i(\text{ref}) \). For more details on PatchMatch based deep-MVS network, refer [59].

**MVS Loss Function.** We use \( L_1 \) loss between the estimated depth and the ground-truth depth at the same resolution. The total MVS loss takes into account the PatchMatch loss \( L_{pm} \) at each stage along with refined depth loss \( L_{ref} \).

\[
L_{mvs} = L_{pm} + L_{ref}, \quad \text{where} \quad L_{pm} = \sum_{m=1}^{M} \sum_{t=1}^{N_{iter}^m} L_{t}^m \tag{4}
\]

Here, \( N_{iter}^m \) denotes the total number of iterations at stage \( m \).

**Uncertainty Modeling in Deep-MVS Network.** To have the notion of per-pixel depth uncertainty, we convert depth prediction confidence value \( \rho_i \) to a binary variable \( c^\text{mvs}_i \). We set \( c^\text{mvs}_i = 1 \) if \( \rho_i > \tau_{\text{mvs}} \) and \( c^\text{mvs}_i = 0 \), otherwise.

### 3.3. Implicit Neural Shape Representation

Once we have the complementary information of the object shape, i.e., surface normals, depth, and the fidelity of prediction at hand, our goal is to combine them effectively for dense surface reconstruction. It is pretty natural to go for regular volumetric fusion (VF) approaches [9, 10, 29, 42] since surface normals can also provide depth by simple integration [23]. However, we know VF uses a fixed size cubic grid independent of the object’s geometry, and therefore, may not obey the geometry of the shapes we want to model. Consequently, we propose to work directly on the confident raw surface estimates. For that, we convert deep-MVS network per-pixel depth prediction to point cloud \( X = \{x_i\}_{i=1}^S \subset \mathbb{R}^3 \), where \( S \) is the total number object pixel across all views. Additionally, we use per-pixel surface normal prediction from deep-PS network \( N = \{n_i^x\}_{i=1}^S \subset \mathbb{R}^3 \). We propose to recover the 3d surface by optimizing the parameters of a MLP \( f(x; \theta) \). The suggested MLP approximates the signed distance function (SDF) defined by \( X \) and \( N \). We consider the following loss function for MLP optimization:

\[
L_{ls} = \frac{1}{S} \sum_{i=1}^{S} \left( c^\text{mvs}_i f(x_i; \theta) + \lambda_n \left( \nabla_x f(x_i; \theta) - n_i^x \right)^2 \right) + \lambda_e \mathbb{E}_x(||\nabla_x f(x; \theta)|| - 1)^2 \tag{5}
\]

The first term encourages the zero level set to converge to high-fidelity position estimates (i.e., for \( c^\text{mvs}_i = 1 \). The
second term forces the local gradients to be consistent with the reliable normal estimates (i.e., for \( c^i_{ps} = 1 \)). The final term stands for the Eikonal regularization, and it is computed by taking the expectation \( E \) over probability distribution \( x \sim \mathcal{P} \). It is noted over several experiments that the Eikonal term is impressive at implicitly regularizing the distance between the object and the camera center is set to \( N^i_{mvs} = 1 \), otherwise). (ii) Uncertainty-Aware Deep Photometric Stereo. We first generate pixel-wise observation maps \( \Omega^i \in \mathbb{R}^{32 \times 32} \) using CyclesPS images to train our deep-PS network. For each observation map, we randomly pick between 50 to 1300 light sources. We train the network for 10 epochs using Adam optimizer [32] with a learning rate of 0.1. During training, we set \( N_{me} = 10 \) and \( \lambda_w = 10^{-4} \) in our loss function (see Eq.(3)). After training, we perform uncertainty based inference on DiLiGenT-MV images. For that, we first generate observation maps for each pixel. Then, we run the deep-PS network on each observation map 100 times following MC-Dropout approach [14]. We calculate, for each pixel, the mean and variance of the outputs to obtain surface normal \( n^i_{ps} \) and its uncertainty \( \sigma^2 \). We set \( \tau_{ps} = 0.03 \) to obtain \( c^i_{ps} (c^i_{ps} = 1 \text{ if } \| \sigma^2 \| < \tau_{ps}, \text{ and } c^i_{ps} = 0, \text{ otherwise}) \).

### 4. Experiment and Results

**Train set.** We use CyclesPS synthetic dataset [27] to train our deep-PS network. It consists of 15 shapes each of which is rendered with diffuse, specular, and metallic BRDF’s using 1300 light sources. We use 90% of the data for training and 10% for validation. For training the deep-MVS network, we use DTU MVS dataset [1]. It provides images of 80 scenes captured from 49 or 64 views (depending on the subject) with their ground-truth (GT) depth maps. We keep the training and validation splits same as outlined in [28].

**Test set.** We used DiLiGenT-MV benchmark dataset [36] as the test set to perform all our experiments, statistical evaluations, and ablations. It comprises real-world objects with complex surface profiles and BRDF properties, making it an ideal choice for MVS algorithm evaluation. It contains MVS and PS images of five real objects captured from 20 viewpoints using the classical turntable MVS acquisition setup [22]. For each view, 96 images are acquired, with each image illuminated by a distinct light source. The distance between the object and the camera center is set to \( \sim 1.5m \). In addition, the dataset supplies the light source and camera calibration information.

- **Implementation Details.** We implemented our approach in Python 3.8 using PyTorch 1.7.1 library. We conducted all the experiments on a commodity desktop supported with NVIDIA GPU with 11GB of RAM. We trained deep-PS and deep MVS networks independently in a supervised setting.

    (i) Uncertainty-Aware Deep Photometric Stereo. We first generate pixel-wise observation maps \( \Omega^i \in \mathbb{R}^{32 \times 32} \) using CyclesPS images to train our deep-PS network. For each observation map, we randomly pick between 50 to 1300 light sources. We train the network for 10 epochs using Adam optimizer [32] with a learning rate of 0.1. During training, we set \( \lambda_w = 10^{-4} \) in our loss function (see Eq.(3)). After training, we perform uncertainty based inference on DiLiGenT-MV images. For that, we first generate observation maps for each pixel. Then, we run the deep-PS network on each observation map 100 times following MC-Dropout approach [14]. We calculate, for each pixel, the mean and variance of the outputs to obtain surface normal \( n^i_{ps} \) and its uncertainty \( \sigma^2 \). We set \( \tau_{ps} = 0.03 \) to obtain \( c^i_{ps} (c^i_{ps} = 1 \text{ if } \| \sigma^2 \| < \tau_{ps}, \text{ and } c^i_{ps} = 0, \text{ otherwise}) \).

    (ii) Uncertainty-Aware Deep Multi-View Stereo. The deep-MVS network is trained using DTU MVS dataset [1]. It is trained for 8 epochs using Adam optimizer [32] and learning rate of 0.001. To predict depth with coarse-to-fine approach, we set number of stages \( M = 3 \) for performing PatchMatch at different scales with \( N^{3}_{iter} = 2, N^{2}_{iter} = 2, N^{1}_{iter} = 1 \) (higher \( M \) indicates coarser scale). \( D_f = 48 \) depth hypotheses are used at initialization. For local perturbation \( N^3_d = 16, N^2_d = 8, N^1_d = 8, \) and \( N^3_d = 8, N^2_d = 8, N^1_d = 0 \) at propagation steps. At last, depth refinement is performed at the original image resolution [59].

For testing, we use DiLiGenT-MV images with \( N_i = 2 \) source images per reference image. We predict per-pixel depth and confidence measure \( \rho_i \) for all views using the above parameters. We set \( \tau_{mvs} = 0.9 \) to obtain \( c^i_{mvs} \), where \( c^i_{mvs} = 1 \text{ if } \rho_i > \tau_{mvs}, \text{ and } c^i_{mvs} = 0, \text{ otherwise} \).

(iii) Overall Loss Optimization. We optimize for a zero-level set surface defined by highly confident estimates in \( \mathcal{X} \) and \( \mathcal{N} \) (see Sec. §3.3). For that, we first perform a precautionary multi-view consistency check to eliminate a few spurious 3d points. MLP with 8 layers is then used on remaining highly-confident estimates to learn suitable implicit neural shape representation. Here, each MLP layer contains 512 hidden units. A skip connection combines the input to the \( 4^{th} \) layer to speed up learning [19]. We set the parameters \( \lambda_n = 10 \) and \( \lambda_e = 1 \) for our loss function (Eq.(5)). The distribution \( \mathcal{P} \) for the expectation in Eq.(5) is taken as average of (a) sum of Gaussian centered at points of \( \mathcal{X} \) locally and (b) a uniform distribution globally. The standard deviation of Gaussian at a point is taken as the distance to the \( 50^{th} \) nearest neighbor. For optimization, we used Adam optimizer [32] with a learning rate of 0.001. We train the MLP for \( 10^5 \) epochs by sampling \( 2^{14} \) elements from \( \mathcal{X} \), \( \mathcal{N} \) in each batch. We run the trained MLP on a volumetric grid of size \( 512^3 \), which is then used by marching cubes algorithm [39] to extract the mesh corresponding to the zero level set of MLP based neural shape representation.

### 4.1. Statistical Study

**Evaluation Metrics.** We evaluated our results using the Chamfer-\(L_1\), precision, and \(F\)-score metric as defined in [33]. In our evaluation, we used \(F\)-score metric with \(1mm\) distance threshold \( \tau \). Next, we present our baseline results, which we have divided into three sub-categories.
### Table 1. \( F \)-score comparison with standalone methods on DiLiGenT-MV dataset [36]. The statistics show that our method achieves better results compared to the SOTA standalone multi-view and PS methods, thereby showing the advantage of using the complementary surface information in a MVPS setup.

| Method Type → Dataset | → Method → Deep Multi-View Stereo | View-Synthesis | Photometric Stereo |
|------------------------|-----------------------------------|----------------|
| BEAR                   | 0.135     | 0.672      | 0.865 | 0.053 | 0.266 | 0.239 | 0.293 | 0.895 |
| BUDDHA                | 0.147     | 0.799      | 0.713 | 0.150 | 0.367 | 0.298 | 0.363 | 0.922 |
| COW                   | 0.095     | 0.734      | 0.810 | 0.098 | 0.245 | 0.447 | 0.511 | 0.979 |
| POT2                  | 0.126     | 0.666      | 0.859 | 0.079 | 0.231 | 0.464 | 0.632 | 0.907 |
| READING               | 0.115     | 0.834      | 0.673 | 0.073 | 0.242 | 0.188 | 0.508 | 0.970 |
| AVERAGE               | 0.124     | 0.741      | 0.784 | 0.091 | 0.270 | 0.327 | 0.461 | 0.935 |

### Figure 5. (a) Comparison of the reconstruction quality with TSDF Fusion [9], which is a standard method of choice for robust 3D fusion (outlier removal). (b) Surface reconstruction accuracy for Bear and Cow objects under different noise levels. We report precision as a function of distance threshold (\( \tau \)) to show the fraction of accurately reconstructed points. (c) Estimated surface profile using our approach, showing how the recovered 3D shape follows the ground-truth surface profile curve when compared across the arbitrarily chosen geodesics.

### 4.1.1 Baseline Comparisons

(a) **With standalone methods.** Here, we compare our performance with methods that use either PS or MVS setup. Such an experiment helps us understand the benefit of using PS and MVS information together and how accurately we can reconstruct the shape with standalone methods. We used \( F \)-score to compare our method’s performance with SOTA PS, MVS, and view-synthesis methods. Table(1) provides the statistics for the same, indicating the clear advantage of our approach against the standalone methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Ours</th>
<th>Difference with [36]</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEAR</td>
<td>0.830</td>
<td>0.895</td>
<td>0.065</td>
</tr>
<tr>
<td>BUDDHA</td>
<td>0.600</td>
<td>0.934</td>
<td>0.334</td>
</tr>
<tr>
<td>COW</td>
<td>0.844</td>
<td>0.989</td>
<td>0.145</td>
</tr>
<tr>
<td>POT2</td>
<td>0.850</td>
<td>0.984</td>
<td>0.134</td>
</tr>
<tr>
<td>READING</td>
<td>0.720</td>
<td>0.975</td>
<td>0.255</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.794</td>
<td>0.974</td>
<td>0.180</td>
</tr>
</tbody>
</table>

(b) **With MVPS methods.** We compare our method with well-known MVPS methods, i.e., R-MVPS [49], B-MVPS [36], and Kaya et al. [31]. Table(2) provides \( F \)-score comparison with these methods. Our method performs better than R-MVPS [49], Kaya et al. [31] and compares favorably with B-MVPS [36] with the minor difference in \( F \)-score values i.e., less than \( 10^{-1} \) in all object categories. Additionally, we want to emphasize again that B-MVPS [36] relies on several carefully crafted explicit geometric steps and refinements that are complex and time-consuming, while our deep MVPS approach is easy to implement and realize.

### 4.1.2 Ablation Study and Further Analysis

(a) **Effect of uncertainty modeling.** To understand the impact of uncertainty modeling on our method’s performance, we analyzed our results under three distinct settings of overall loss function i.e., Eq.(5); (i) We remove both deep-MVS and deep-PS confidence variable, i.e., \( c_{\text{mvs}}^{\text{mvs}} \), \( c_{\text{ps}}^{\text{ps}} \) from Eq.(5) (w/o uncertainty modeling), (ii) We keep the deep-MVS confidence variable \( c_{\text{mvs}}^{\text{mvs}} \) and drop the deep-PS confidence variable \( c_{\text{ps}}^{\text{ps}} \) from Eq.(5) (w/o PS uncertainty modeling), and (iii) We keep the deep-PS confidence variable \( c_{\text{ps}}^{\text{ps}} \) and drop the deep-MVS confidence variable \( c_{\text{mvs}}^{\text{mvs}} \) from Eq.(5) (w/o MVS uncertainty modeling). Table(3) shows the Chamfer-\( L_1 \) metric results obtained under the three settings. The results indicate that incorporating uncertainty information to the loss helps handle the erroneous estimates, and therefore, results in better 3D reconstruction.
Figure 6. (a) We transfer the CVPR’22 logo texture on the local region (around the nose) of the mesh recovered using SOTA MVPS methods. It can be observed that the texture pattern on our recovered mesh is closer to GT compared to B-MVPS [36] and R-MVPS [49] (notice the shift of the text). We want to emphasize that if the local topology is same, it must place the text at similar location as can be seen in ours result and GT. (b) Colored Wireframe comparison with SOTA B-MVPS [36]. Clearly, the distribution of geometric primitives on B-MVPS result is uneven and unbalanced compared to ours.

<table>
<thead>
<tr>
<th>Settings</th>
<th>Dataset</th>
<th>BEAR</th>
<th>BUDOSHA</th>
<th>COW</th>
<th>POT2</th>
<th>READING</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o Uncertainty Modeling</td>
<td>0.468</td>
<td>0.485</td>
<td>0.465</td>
<td>0.557</td>
<td>0.390</td>
<td>0.451</td>
<td></td>
</tr>
<tr>
<td>w/o PS Uncertainty Modeling</td>
<td>0.448</td>
<td>0.481</td>
<td>0.391</td>
<td>0.284</td>
<td>0.347</td>
<td>0.343</td>
<td></td>
</tr>
<tr>
<td>w/o MVS Uncertainty Modeling</td>
<td>0.474</td>
<td>0.493</td>
<td>0.399</td>
<td>0.316</td>
<td>0.204</td>
<td>0.386</td>
<td></td>
</tr>
<tr>
<td>Ours (LCNet [6] light)</td>
<td>0.481</td>
<td>0.465</td>
<td>0.360</td>
<td>0.481</td>
<td>0.381</td>
<td>0.411</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>0.415</td>
<td>0.455</td>
<td>0.329</td>
<td>0.515</td>
<td>0.355</td>
<td>0.414</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Effect of uncertainty modeling and light calibration on the reconstruction quality of our approach. The results show Chamfer-\(L_1\) metric (lower is better). The numbers confirm that utilizing the estimated uncertainty of both PS and MVS produces the best results. Further, our approach performs well without the exact light sources i.e., LCNet light sources [6].

(b) Effect of light sources. Here, we study the behavior of our approach under the uncalibrated-PS setting where GT light sources are not given. Instead, we used a pre-trained neural network to have an initial estimate of light sources. Precisely, we used LCNet [6] model to have light source direction and intensity values. Table(3) shows Chamfer-\(L_1\) metric obtained using LCNet predicted light sources information. Our method performs almost equivalently well, showing robustness to small errors in the light calibration.

(c) Effect of noise. We consider the MVPS acquisition setup in our work, where imaging noise is inevitable. So, we analyze the behavior of our approach under imaging noise. To that end, we add zero-mean Gaussian noise to images with different standard deviations (\(\sigma^2\)’s). Fig.5(b) shows the precision curve of the recovered surface as a function of the distance threshold \(\tau\). Precisely, it measures the fraction of points that are reconstructed accurately. The plots show that increasing the noise level degrades the performance. Further, we infer that behavior among subjects varies as signal-to-noise ratio changes. We can observe that our method is robust, and the performance drop is not random.

(d) Quality of reconstructed surface geometry. To perform this experiment, we first analyzed the surface profile of our reconstructed shape across randomly chosen geodesics on the object. Fig.5(c) shows that our recovered surface profile closely follows GT. Next, we performed a local surface analysis of recovered mesh. Although evaluation of recovered shape based on global performance metric is already discussed, it may not reflect the true picture of surface topology since the actual distribution of mesh on GT shape is not known a priori. So, as a second experiment, we transferred texture on a local mesh topology and qualitatively compared the results. Fig.6(a) shows texture transfer results on the mesh recovered using different methods, and clearly, our textured mesh reflects fine text details and appears close to GT. Further, we analyzed the colored Wireframe of the recovered shape compared to SOTA B-MVPS [36]. Fig.6(b) Wireframe model shows that the distribution of geometric primitives in our recovered shape is smooth, regular, and close to GT, whereas B-MVPS [36] has an unbalanced distribution of geometric primitives.

Limitations. This work assumed light sources and camera calibration information are given as input. Further, we used our method on [36] dataset, which is generally composed of isotropic material objects, and it will be interesting to investigate our method’s performance on anisotropic material objects. Nevertheless, for now, we are limited by the availability of open-source MVPS datasets.

5. Conclusion

This paper explores the field of MVPS using the concepts from deep learning, geometry, and uncertainty. Unlike existing MVPS methods, which treat 3D shape reconstruction as point estimation and geometric optimization problems, we propose learning the fidelity of surface estimation and recovering the shape based on the implicit neural shape representation. Without using complex geometric steps, we observed that our simple neural network based approach could provide results comparable to the best available algorithm. Thus, we believe our work will enable broader use of the MVPS approach in precise 3D data acquisition.

Acknowledgement. This work was supported by Focused Research Award from Google, ETH Zürich Foundation (CVL, ETH 2019-HE-318, 2019-HE-323, 2020-FS-351, 2020-HS-411).
References


