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Abstract

Text spotting end-to-end methods have recently gained
attention in the literature due to the benefits of jointly opti-
mizing the text detection and recognition components. Ex-
isting methods usually have a distinct separation between
the detection and recognition branches, requiring exact an-
notations for the two tasks. We introduce TextTranSpotter
(TTS), a transformer-based approach for text spotting and
the first text spotting framework which may be trained with
both fully- and weakly-supervised settings. By learning a
single latent representation per word detection, and using
a novel loss function based on the Hungarian loss, our
method alleviates the need for expensive localization an-
notations. Trained with only text transcription annotations
on real data, our weakly-supervised method achieves com-
petitive performance with previous state-of-the-art fully-
supervised methods. When trained in a fully-supervised
manner, TextTranSpotter shows state-of-the-art results on
multiple benchmarks.

1. Introduction

Text spotting, i.e., detecting and reading text in images,
is a key capability for machines to operate in the real world.
Applications include vehicle navigation in buildings and
cities, indexing of image collections and video, automated
handling of packages, and prosthetics for blind and visually
impaired people. This challenge was recognized early in the
computer vision literature [6,19,40] and is currently under-
going a deep learning revival [14,20], with most researchers
focusing on two issues: architectures and data.

Early systems [3, 13] use separate architectures for text
detection and recognition, without sharing any component.
More recent approaches take a leap forward towards a uni-
fied end-to-end architecture by sharing a convolutional fea-
ture backbone [5, 20] and employing a feature cropping
mechanism to extract the relevant area of interest for the
recognition head. Such architectures are still not ideal, since

Figure 1. Weakly-supervised text spotting. Top: Visualization
of ’fully’ (left) and ’weakly’ (right) supervised ground-truth (GT)
annotations. Bottom: Text spotting methods results on the Total-
Text dataset (higher is better) vs. the time cost per word to annotate
the datasets used for training (Sec. 4.5, lower is better). Even when
using weaker annotations only, our method surpasses state-of-the-
art fully-supervised methods.

the recognition head is usually trained using the detection
ground-truth and thus it is not optimized for the predictions
of the detection head. Furthermore, the detection head is
trained as a standard object detection model, without re-
gard to the additional supervision given by the text tran-
scription or to the downstream recognition task. Other than
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mutually optimizing the backbone, the tasks are separate,
requiring both transcription annotations for the recognition
head, and polygons or bounding box annotations for the de-
tection head. Recently, more sophisticated methods forgo
the two-stage approach by directly localizing and classify-
ing the characters in the text [1, 30], which further requires
character-level annotations.

The datasets in the field of text spotting consist of syn-
thetic and real data. Real data annotation is an expensive
task, however relying solely on synthetic data leads to poor
results. Most of the annotation time is dedicated to the
detection ground-truth, while the transcription annotation
alone requires less than half of the time, as discussed in Sec.
4.5. State-of-the-art-methods explicitly segment the text
area, allowing the recognizer to cope with rotated, curved,
or densely located text and ignore background noise [5,22].
A disadvantage of such methods is that they require expen-
sive polygonal annotations [7, 16].

In this work, we suggest a new text spotting approach,
TextTranSpotter (TTS), which can forgo the expensive spa-
tial annotations and use only transcript annotations for real
data. This setting is weakly supervised, in the sense that
only partial information about the text in the image is used
for training. At inference time, the model outputs both the
detection and the transcription of the text in the image. The
weakly supervised setting has many use-cases, especially
in situations where annotation resources are limited or there
is an existing dataset with only text transcription annota-
tions [15]. Furthermore, TTS can be trained in both a fully-
or a weakly-supervised manner, thus allowing a trade-off
between model performance and annotation cost (Fig. 1).

To allow the weakly-supervised setting, we depart from
existing text spotting methods which treat text detection and
recognition as related but independent tasks. Our approach
includes a novel architecture and loss function which bet-
ter entangle the two tasks, taking a step further towards a
unified end-to-end system. TextTranSpotter takes advan-
tage of recent developments in transformers [4, 10, 38] to
create a multitask network (see Fig. 2), learning a single
object query embedding for both detection and recognition
heads. The task heads are very simple and lean; the detec-
tion head is a linear feed-forward network and the recogni-
tion head is a Recurrent Neural Network (RNN) [34]. This
indicates that the majority of the computation is performed
in the shared transformer, unlike most approaches which
use more intricate recognition and detection networks (see
supplementary for comparison of methods). The input to
the recognition head is the transformer output, which allows
it to learn the relevant areas of interest for the given query
instead of being given this area explicitly as input. There-
fore, it does not require accurate segmentation of the text
to perform even in challenging scenarios, such as rotated
text, arbitrary-shaped text, or text with overlapping bound-

ing boxes (Sec. 4.4). If the segmentation output is desired,
a mask head can be added similarly to the detection and
recognition head using a simple deconvolutional decoder.

Our weakly-supervised training scheme is obtained by
introducing a new loss function based on the Hungarian
matching loss [4] that simultaneously optimizes the detec-
tion and recognition tasks. The Hungarian loss, which has
shown promise in the field of object detection [4, 9, 29, 44],
is meaningful in our setting, where the matching explic-
itly uses the text content for the detection optimization.
Our Hungarian loss, which we call Text Hungarian Loss,
replaces the detection cost with a recognition cost in the
matching criteria. The shared embedding that is opti-
mized in this manner allows for a significant benefit com-
pared to training on synthetic data only, without using
any spatial information about the real data. Our weakly-
supervised model reaches results comparable to existing
fully-supervised methods.

Our main contributions are:

1. A weakly-supervised training scheme using only the
text annotations without any spatial ground-truth for
real data, utilizing a novel text-based Hungarian
matching loss.

2. The first multi-task transformer-based approach for
text spotting, in which a single representation is be-
ing learned per word for both detection and recognition
predictions.

3. Extensive quantitative benchmarks showing our fully-
supervised method achieves state-of-the-art results on
common text spotting benchmarks, and our weakly-
supervised method achieves results competitive with
previous fully-supervised methods.

4. The first text spotting framework to offer both a fully-
supervised training scheme and a weakly-supervised
one for the same architecture, presenting a trade-off
between model accuracy and annotation cost.

2. Related Work

Text Spotting. Li et al. [20] may be the first to integrate
deep detection and recognition modules into a unified end-
to-end system, by using a shared backbone encoder and
RoIPooling [33] to feed the detected features to the recog-
nition head. Liu et al. [25] suggest using RoIRotate to en-
able feature extraction from rotated rectangle detection re-
sults. Liao et al. [28] introduce Mask TextSpotter, which
takes advantage of character-level annotations to detect and
recognize characters and instance masks, in order to han-
dle arbitrary-shaped scene text. Xing et al. [41] detect and
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Figure 2. TextTranSpotter. An overview of our end-to-end architecture. Unlike previous approaches which share only the backbone, in
TextTranSpotter the transformer encoder-decoder computes a joint query embedding for each detection (colored square). This embedding
is shared for both recognition, detection and segmentation heads, which consist of a recurrent neural network (RNN), a linear feed-
forward network (FFN) and a deconvolutional decoder (Deconv), respectively. Our weakly-supervised setting works by training only
the recognition and classification heads on the real data, using the detection head at inference time for box prediction. An illustration
comparing our architecture with previous text-spotting approaches can be found in the supplementary.

recognize individual characters, using the text instance de-
tection results to group them. Liu et al. [26] fit parameter-
ized Bezier curves to the text contour, and design a Bezier-
Align layer for curved text feature extraction. Qin et al. [31]
propose RoiMask, focusing on the arbitrary-shaped text re-
gion. Feng et al. [11] suggest using RoISlide, a sampling
method which fuses features from the predicted segments of
the text, allowing robustness to long arbitrary-shaped text.
Liao et al. [22] improve Mask TextSpotter [28] by adding a
Segmentation Proposal Network (SPN) to generate propos-
als represented by accurate polygons. Qiao et al. [30] re-
move the RoI operations and design a position-aware atten-
tion module to coarsely localize the text sequences. How-
ever, character-level and polygon annotations are required.
Baek et al. [1] also learn character-level masks, which are
fed into an attention-based recognizer.

We adopt the idea of an end-to-end system, and further
suggest a unified encoding-decoding mechanism, based on
a multi-task transformer. Learning a mutual feature embed-
ding per query frees us from the need to design a hand-
crafted feature pooling operation. Furthermore, the multi-
task nature of our method alleviates the need for exact an-
notations such as polygons or character-level annotations.

Weakly Supervised Approaches. Zhao et al. [42] suggest
a weakly-supervised approach for arbitrary text detection,
by using an Expectation-Maximization based method, and
provide an extensive study of the annotation time under dif-
ferent supervision levels. Janouskova et al. [15] generate
a large dataset for text recognition out of weakly-annotated
existing data by using a pre-trained localization module as
its annotator. In order to create pseudo ground truth la-
bels, they use Levenshtein distance to match predicted tran-
scriptions to a weakly annotated ground-truth set. Bartz et
al. [2] suggest training an actual end-to-end text spotting
system in a weakly supervised manner, by using a fixed res-
olution grid as a differentiable localization pooling mecha-
nism. Qiao et al. [30] take a step in the direction of weakly-

supervised text spotting by training with bounding boxes in-
stead of polygons, but this results in a significant reduction
in performance.

Motivated by the study of Zhao et al. [42], showing
the high cost of polygonal or segmentation masks anno-
tations, we suggest an end-to-end recognition method in
which bounding boxes are sufficient for the task. Moreover,
we introduce a weakly-supervised framework, in which text
transcriptions are the only real-data annotations needed for
training, and provide a study of annotation times for both
detection and text transcription.
Hungarian Matching. Throughout the past decade, learn-
ing based approaches for object detection [24, 32, 33, 37]
have been used to learn engineered dense predictions, and
filter near-duplicate predictions using hand-crafted rules.
Recently, Carion et al. [4] presented a new object detec-
tion method, DETR, that formulates the problem as a di-
rect set prediction problem. It uses a bipartite matching loss
based on the Hungarian algorithm [18] to perform a one-
to-one matching between ground-truth and predicted detec-
tions, unlike dense approaches in which the matching is
one-to-many. This sparse detection paradigm has become
popular in the object detection literature [35, 36, 44] and
has advanced the field. Zhu et al. [44] mitigate some of
the issues in DETR, namely the slow convergence and low
performance on small objects, by incorporating deformable
attention and a multi-scale architecture.

Following this line of research, we find the sparse de-
tection approach suitable for multi-task loss formulation,
where a given object query can be optimized for additional
tasks besides detection. We use a Hungarian matching
based loss, by adding a recognition cost term to the match-
ing criteria.

3. Method
We suggest an end-to-end text spotting approach, named

TextTranSpotter (TTS). A description of its architecture is
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presented in Sec. 3.1, a novel variation of the Hungarian
matching loss for text spotting is described in Sec. 3.2, and
an adaptation of this method into a weakly-supervised set-
ting is described in Sec. 3.3.

3.1. Architecture

TTS consists of a transformer-based Encoder-Decoder,
followed by parallel detection, recognition, and segmenta-
tion heads, as illustrated in Fig. 2.
Joint Query Embedding. Our Encoding-Decoding mod-
ule is shared between the detection and recognition
branches. Following Carion et al. [4], our architecture uses
a predetermined number of learned positional embeddings
as input to the decoder, called object queries. The de-
coder learns a latent representation per object query, qemb ∈
Rdemb , which is used as an input to all the task-specific
heads in our model. Both detection and recognition heads
are designed in a light-weight manner, meaning that the ma-
jority of the computation is done by the transformer which
is optimized jointly for both tasks. This setting improves the
embedding for the detection task not only through the detec-
tion loss but through the recognition loss optimization, as
we show in the ablation study in Sec. 4.6. If a polygon out-
put is desired, the optimized query embedding can be used
as an input to a segmentation head, as described below.

The network is based on the Deformable-DETR archi-
tecture for object detection [44]. It consists of a con-
ventional CNN backbone that generates a multi-scale fea-
ture map, followed by a deformable transformer encoder-
decoder, in which the offsets of the attention heads are
learned in addition to the attention maps themselves. The
dynamic structure of this attention mechanism enables the
recognition of rotated, curved, and even upside-down text,
without any special treatment as described in Sec. 4.4. In
fact, our network is able to achieve this even though it is
trained using only axis-aligned box annotations, which are
significantly less costly than polygon annotations.
Detection Head. We follow recent object detection meth-
ods [4, 44], and use a 3-layer feed-forward network (FFN)
to regress the normalized parameters of the query word box
w.r.t. the input image, and a linear projection layer to pre-
dict the query score, i.e., classify whether or not a query
contains a word.
Recognition Head. To the best of our knowledge, all previ-
ous recognition models, including ones used in text spotting
approaches, use a spatial signal as input to the recognition
head (e.g., an image, or a cropped output of the backbone).
In our approach, only the one-dimensional joint query em-
bedding, computed by the transformer encoder-decoder, is
used. To extract the text transcription we use a sequential
LSTM-based decoder, with a one-to-many mapping where
the input is the joint query embedding qemb and the output

Figure 3. Matching operation. Top: GT and model predictions
during training. Bottom: Matching operation using the original
DETR criteria [4] (left), and using our suggested criteria (right).
The prediction matched with the GT is marked in blue. It can
be seen that TTS matches the prediction with the best predicted
transcription, even though its box IOU score is lower.

for each time-step k is the character probabilities tk ∈ Rl

where l is the length of the alphabet.
Segmentation Head. TTS is trained in its fully-supervised
setting using the text bounding boxes and recognition tran-
scriptions, without any polygon annotations. However, if
a polygon output is desired, a segmentation head can be
trained separately based on the frozen TTS model weights.
Given the pre-trained query embedding, a light-weight seg-
mentation head, built with 4 linear layers and 3 deconvolu-
tion layers, may be used to extract a binary mask, describing
the text in the detected bounding box. A polygonal output
is then computed from the binary mask.

3.2. Text Hungarian Loss

Inspired by recent object detection approaches [4,35,44],
we adopt the bipartite matching loss approach, using the
Hungarian algorithm [18] to find a one-to-one matching σ̂,
between the ground-truth and predicted detections:

σ̂ = argmin
σ∈θN

N∑
i=1

C(yi, ŷσ(i)), (1)

where C is the criteria used to perform the matching, y is the
ground truth set, ŷ is the predicted set, N is the number of
predictions, or object queries, and θN is the set of possible
matches. The Hungarian loss function is formulated based
on the matching σ̂:

LHungarian(y, ŷ) =

N∑
i=1

L(yi, ŷσ̂(i)). (2)
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Figure 4. Weakly-supervised matching swap. GT instances are
shown on the left. Predictions during the training of TTSweak are
shown on the right, where each prediction is matched with the GT
of the same color. Although the matching of the two occurrences
of the word “as” are swapped, the weakly-supervised loss remains
the same (Eq. 7), hence the matching is correct.

To better leverage the transcription annotations, we take
into account not only the detection and classification criteria
as in [4], but also add a recognition-based criteria Crec, and
loss Lrec, into the matching cost C and loss L, introducing
a novel Text Hungarian Loss.

The fully-supervised matching criteria is:

C(y, ŷσ(i)) = −αcp̂σ(i)(ci)+1{ci ̸=∅}αboxCbox(bi, b̂σ(i))

+ 1{ci ̸=∅}αrecCrec(ti, t̂σ(i)), (3)

where ci, bi and ti are the ground truth class, bounding
box and transcription respectively, p̂σ(i)(ci) is the predicted
probability for class ci, and αc, αbox and αrec are the
weights for the classification, bounding box, and transcrip-
tion criteria. The fully-supervised loss term is:

L(yi, ŷσ̂(i)) = −βclogp̂σ̂(i)(ci)

+1{ci ̸=∅}βboxLbox(bi, b̂σ̂(i))+1{ci ̸=∅}βrecLrec(ti, t̂σ̂(i)).
(4)

Where Lbox is the bounding box loss, defined as in
DETR [4], and βc, βbox and βrec are the weights for the
classification, bounding box, and transcription losses.

We use a cross entropy loss for both the recognition cri-
teria and loss terms:

Crec(ti, t̂σ(i)) = Lrec(ti, t̂σ(i)) =
∑
j

−logp̂σ(i)(t
j
i ) (5)

where j is the character index in the word ti.
Fig. 3 shows examples of matching between the ground-

truth and the model’s predictions using different criteria.
Using only the detection and classification scores for the
matching, as in DETR [4], may lead the model to match a
box query with a higher intersection-over-union (IOU) but
worse recognition results.

We experiment with the new loss and various settings
for the new matching term, as described in Sec. 4, and show
that the addition of the recognition term contributes to better
recognition performance in the end-to-end results.

3.3. Weakly Supervised Text Spotting

Our Text Hungarian Loss finds a matching between
ground-truth and predictions based not only on the detected
box but also on the recognition output. This opens up the
possibility to match the ground-truth and predicted words
based only on the recognition and classification criteria. As
a result, the model can be optimized using only the tran-
scription annotations, i.e., a list of words that appear in the
image, without any spatial annotations. At inference time
the model still outputs bounding boxes for the predicted
words, similarly to the fully-supervised models. We train
the models in this setting with fully-supervised synthetic
data, and weakly-supervised real (non-synthetic) data.

The criteria used in the weakly supervised training is
therefore:

Cweak(y, ŷσ(i)) = −αcp̂σ(i)(ci)

+ 1{ci ̸=∅}αrecCrec(ti, t̂σ(i)) (6)

and the loss term is:

Lweak(yi, ŷσ̂(i)) =

− βclogp̂σ̂(i)(ci) + 1{ci ̸=∅}βrecLrec(ti, t̂σ̂(i)). (7)

Note that in this setting, if there are multiple words with
the same transcription, it is possible that there is more than
a single correct match. An example of this case is shown in
Fig. 4, where the word “as” repeats twice in the image caus-
ing the queries to be mismatched. Since the training is per-
formed only on the recognition head and not the bounding-
box regression, the supervision for each of the transcriptions
remains the same and does not affect the training process.

4. Experiments
We evaluate TextTranSpotter on common benchmarks

using both the fully- and weakly-supervised settings. We
further test the model performance on rotated and curved
text, and conduct ablation studies regarding its architecture
and matching criteria.

4.1. Implementation Details

Following Liao et al. [22], the model is first trained on
SynthText [12], a large synthetic dataset with over 850k im-
ages, designed for both detection and recognition of text in
images to obtain TTSsynthetic. We then train our model on
a mix of SynthText together with real datasets; Total-Text
[7], about 1k images including mainly curved text in vari-
ous orientations and shapes, ICDAR 2015 [16], 1k images
containing mostly small text instances, ICDAR 2013 [17],
229 training images with mostly near-horizontal text, CO-
COText [39], 43k train images taken from the MS-COCO
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Method
ICDAR 2015 Total-Text

Word Spotting End-to-End Word Spotting End-to-End

S W G S W G None Full None Full

MTS-V1 [28] 79.3 74.5 64.2 79.3 73.0 62.4 - - 52.9 71.8
MTS-V2 [21] 82.4 78.1 73.6 83.0 77.7 73.5 - - 65.3 77.4
TextDragon [11] 86.2 81.6 68.0 82.5 78.3 65.2 - - 48.8 74.8
ABCNet-V1 [26] - - - - - - 67.2 76.4 63.7 76.6
MTS-V3 [22] 83.1 79.1 75.1 83.3 78.1 74.2 75.1 81.8 71.2 78.4
ABCNet-V2 [27] - - - 82.7 78.5 73.0 70.4 78.1 - -
CRAFTS [1] - - - 83.1 82.1 74.9 - - 78.7 -
MANGO* [30] 85.2 81.1 74.6 85.4 80.1 73.9 72.9 83.6 68.9 78.9
TTSpoly 85.0 81.5 77.3 85.2 81.7 77.4 78.2 86.3 75.6 84.4

Table 1. Evaluation results on ICDAR 2015 and Total-Text datasets. Word spotting and end-to-end f-score using strong (S), weak (W),
generic (G), none and full lexicons. * MANGO [30] evaluated with IOU 0.1. Our method shows the best results using generic lexicons.

Method Annotations (real) ICDAR 2015 Total-Text

Word Spotting End-to-End Word Spotting End-to-End

Text Box Poly S W G S W G None Full None Full

TTSsynthetic 53.1 46.9 42.9 53.2 47.0 43.0 45.4 60.9 46.3 58.8
TTSweak ✓✓✓ 78.6 75.1 70.2 78.7 75.2 70.1 75.1 83.5 71.5 80.1
TTSbox ✓ ✓ 84.9 81.3 77.1 85.0 81.5 77.1 78.4 86.6 75.8 84.5

MANGObox [30] ✓ ✓ - - - - - - 69.7 80.6 - -
MTS-V3 † [22] ✓ ✓ ✓ 82.7 78.5 74.7 82.5 77.4 73.5 74.8 81.2 70.5 77.7

Table 2. Results under limited training data annotations. Word spotting and end-to-end f-score using strong (S), weak (W), generic
(G), none and full lexicons. “Text”, “Box” and “Poly” denotes the model trained on real data using annotations of text, bounding boxes
and polygons, respectively. Axis-aligned evaluation was used. Results are improved dramatically when training on real data with text-only
annotations (TTSweak) compared to training only with fully-supervised synthetic data (TTSsynthetic). Using box annotations (TTSbox)
improves results even further. † We show the results of MTS-V3 [22] using axis-aligned evaluation as a reference point.

dataset [23], and SCUT [43], 1k training images contain-
ing varied text. Both our weakly- (TTSweak) and fully-
supervised (TTSbox) models are obtained using this setup,
where for TTSweak we use fully-annotated synthetic data,
and weakly-annotated real data. To produce a polygonal
output, we freeze TTSbox weights, and train only a seg-
mentation head, using the same mix of real datasets, and a
subset of the SynthText dataet, with polygonal annotations.
We call this model TTSpoly.

We use Total-Text and ICDAR 2015 test data to evalu-
ate both our fully-supervised and weakly-supervised mod-
els. To test our method’s robustness to rotations, we use the
Rotated ICDAR 2013 dataset similarly to Liao et al. [22].

4.2. Comparison to Previous Methods

The evaluation results of TextTranSpotter, compared to
previous approaches on Total-Text and ICDAR 2015, are
shown in Table 1. Evaluation was done using the standard
polygonal evaluation protocol with IOU threshold of 0.5.

Both word spotting and end-to-end results are presented.
For ICDAR 2015 we use “strong”, “weak” and “generic”

dictionaries, and for Total-Text, we show the results with-
out a lexicon and using a “full” lexicon. On the Total-Text
dataset, our method outperforms previous approaches with
and without using a lexicon in the word spotting setting and
using a “full” lexicon in the end-to-end setting. On ICDAR
2015, our method shows the best results using “generic”
lexicon, the most common and challenging use-case.

4.3. Weakly-Supervised Results

In Table 2 we show results using different supervision
types. Unlike most of the previous methods, TTSbox,
TTSsynthetic and TTSweak output axis-aligned bounding
boxes and not polygons, and are therefore evaluated by
matching the bounding boxes of the ground truth polygons
with our method’s bounding boxes output, using a matching
threshold for the axis-aligned IOU of 0.5.

We show that this change has only a minor affect on the
evaluation by demonstrating on a previous method (MTS-
V3 [22]). Using the published model, we compute bound-
ing boxes for the polygonal outputs and evaluate with our
axis-aligned evaluation (Table 2). We compare the results of
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Figure 5. Qualitative results. Prediction examples of our weakly-supervised (TTSweak) and fully-supervised (TTSpoly) models, on Total-
Text and ICDAR 2015 samples. TTS can handle rotated, curved, and even upside-down text instances, effectively distinguishing between
overlapping boxes by extracting only the relevant text from the bounding box. TTSweak has lower performance than TTSpoly, which is
expected given the reduction in supervision, however it manages to output high quality results. Fail cases are presented on the right.

Method 45◦ 60◦

Det. E2E Det. E2E

CharNet R-50 [41] 57.2 33.9 58.8 9.3
MTS-V2 [28] 62.2 54.2 65.5 56.6
MTS-V3 [22] 84.2 76.1 84.7 76.6
TTSpoly 88.8 80.4 87.6 80.1

MTS-V3† [22] 82.9 75.4 81.2 75.3
TTSbox† 89.9 80.1 89.7 81.0

Table 3. Results on Rotated ICDAR 2013 dataset. F-measure of
detection (Det.) and end-to-end (E2E) recognition, under different
rotation angles. † means that axis-aligned evaluation was used.
TTS outperforms existing methods.

the axis-aligned evaluation to the method’s official polygo-
nal evaluation results (Table 1). The axis-aligned evaluation
slightly lowers the results in comparison with the polygonal
evaluation, so the results in Table 2 can be compared to the
polygonal evaluation results in Table 1. Training using only
the synthetic data (TTSsynthetic) results in very low perfor-
mance. In comparison, using our weakly-supervised train-
ing scheme (TTSweak) improves the results significantly,
reaching competitive results to fully-supervised state-of-
the-art methods while only using the transcription supervi-

sion on the real datasets. Using bounding box supervision
(TTSbox) improves results even further and reaches state-
of-the-art results. When directly comparing TTSbox and
TTSpoly (Table 1), we see that the polygonal annotations do
not improve the results, and sometimes even degrade them.
This is due to the fact that the model is trained without poly-
gons, and the segmentation head is trained afterwards, with
the rest of the model weights frozen. We believe further op-
timization of this head can improve the results, but this is
not the focus of this work.

4.4. Robustness to Rotation and Curvature

We evaluate TextTranSpotter’s robustness to rotation by
testing it on the Rotated ICDAR 2013 dataset. Table 3
shows our model improves performance on this dataset
compared to previous approaches, even though our mod-
els are trained using only bounding boxes (the segmentation
head is trained separately, as described in Sec. 3.1). Using
bounding boxes causes more background text and noise to
enter the recognition head, and there is no explicit informa-
tion about the orientation of the text. However, since Text-
TranSpotter uses the transformer output as an input to both
recognition and detection heads, it is able to ignore the ir-
relevant information and produce the correct transcript. Fig.
5 shows TTSweakand TTSpoly performance on challenging
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TTS Architecture Detection

P R F

EncDec. + det. 88.4 82.8 85.5
EncDec. + det. + recog. 90.9 84.4 87.6

Table 4. Detection ablation. Detection precision, recall, and F-
measure of TTS, with and without the recognition head, on Total-
Text dataset. It can be seen that optimizing the query embedding
for the recognition task, improves the detection task.

Matching Criter. Recog. Head (params) End-to-End

None Full

det. + cls. linear (3.4M) 73.6 83.6
det. + cls. RNN (2.8M) 74.0 84.5
det. + cls. + recog. RNN (2.8M) 75.8 84.5

Table 5. Recognition head and matching ablation. End-to-
end results of models on the Total-Text dataset, trained in a fully-
supervised manner, using linear and RNN recognition heads, and
with and without the recognition criterion. It can be seen that us-
ing the recognition matching criterion improves performance, and
that the RNN recognition head is preferable to the linear head.

examples. Our method is able to handle large variations in
rotation and font scale as well as cases with large overlaps
between the bounding boxes.

4.5. Annotation Cost Study

To estimate the annotation time required for each label-
ing method, we conducted a user study on 100 images out
of the TotalText dataset [7] with 9 annotators. Each user
was asked to annotate different images with polygons and
transcriptions, bounding boxes and transcriptions, or only
transcriptions. The results as presented in Fig. 1 show that
the average annotation time per instance is 14.3, 10.6 and
4.6 seconds for polygon, bounding box and transcription
only annotations respectively. This is consistent with the
results by Zhao et al. [42] which show that the average an-
notation time per image on the ICDAR-ArT dataset [8] is
60 and 39 seconds using polygons and bounding boxes re-
spectively (without transcriptions).

4.6. Ablation Study

We test the detection performance of the original De-
formable DETR [44] compared to the fully-supervised
TextTranSpotter, shown in Table 4. We train both models
in the same manner, with the significant differences being
the Text Hungarian loss for TTS and the recognition head.
The models are evaluated on the Total-Text dataset using
the standard text detection metrics. TTSbox outperforms
the vanilla Deformable DETR model, improving both re-
call and precision of the model. This experiment highlights

the benefit of mutually optimizing the detection and recog-
nition tasks, in comparison to training separate standalone
models for each task.

Next, we study the impact of the Text Hungarian Loss
proposed in Sec. 3.2. We train our fully supervised model
using two different matching criteria for the Hungarian
matching algorithm; detection and classification, as pre-
sented in DETR [4], versus detection, classification and
recognition, as in our Text Hungarian Loss (Sec. 3.2).
We evaluate the models for both end-to-end and detection
on Total-Text, and show our results in Table 5. The text
matching criterion improves results, mainly for recognition.
Therefore, using it improves performance for the end-to-
end setting without a lexicon. When using a lexicon, the
improvement to the recognition performance is less signifi-
cant and the end-to-end results remain the same. We use the
full matching criteria for our fully-supervised training.

The query embeddings which go into the recognition
head in TTS are one dimensional and have no spatial or se-
quential structure, in contrast to previous recognition archi-
tectures. In addition, the recognition head is trained without
using the ground truth transcription during the forward pass
like previous approaches, since the matching is performed
only at the end of the forward pass. Taking into account
these two significant changes, we aim to study the contribu-
tion of using an RNN compared to using linear layers. The
results using the two different recognition heads are pre-
sented in Table 5. Using a linear head lowers the results
compared to an RNN head, showing that the recurrent out-
put formulation is beneficial for the recognition task while
reducing the number of parameters in the recognition head.

5. Conclusions
We presented the first text spotting framework that can

be trained in both fully- and weakly-supervised settings.
By using a transformer encoder-decoder to learn a joint
representation for the recognition and detection tasks, we
can forgo much of the expensive annotations that are re-
quired in other approaches, and trade-off model accuracy
vs. annotation time. The transformer’s attention mecha-
nism helps achieve accurate results on difficult cases, such
as curved, rotated, dense, and even upside-down text. Our
novel Text Hungarian Loss includes the recognition infor-
mation in the detection optimization and permits training
without the detection supervision altogether. Our method
achieves state-of-the-art results on several benchmarks in
the fully-supervised approach, and competitive results in
the weakly-supervised setting. We hope that this work will
open the door to new research directions in the field of text
spotting, and to new views regarding which annotations are
truly required for this task, examining trade-offs and com-
binations of weakly and fully supervised data.

4611



References
[1] Youngmin Baek, Seung Shin, Jeonghun Baek, Sungrae Park,

Junyeop Lee, Daehyun Nam, and Hwalsuk Lee. Character
region attention for text spotting. ArXiv, abs/2007.09629,
2020.

[2] Christian Bartz, Haojin Yang, and Christoph Meinel. See:
towards semi-supervised end-to-end scene text recognition.
In Thirty-second aaai conference on artificial intelligence,
2018.

[3] Michal Busta, Lukas Neumann, and Jiri Matas. Deep
textspotter: An end-to-end trainable scene text localization
and recognition framework. In Proceedings of the IEEE
international conference on computer vision, pages 2204–
2212, 2017.

[4] Nicolas Carion, Francisco Massa, Gabriel Synnaeve, Nicolas
Usunier, Alexander Kirillov, and Sergey Zagoruyko. End-to-
end object detection with transformers. In European Confer-
ence on Computer Vision, pages 213–229. Springer, 2020.

[5] Xiaoxue Chen, Lianwen Jin, Yuanzhi Zhu, Canjie Luo, and
Tianwei Wang. Text recognition in the wild: A survey. ACM
Computing Surveys (CSUR), 54(2):1–35, 2021.

[6] Xiangrong Chen and A.L. Yuille. Detecting and reading text
in natural scenes. In Proceedings of the 2004 IEEE Computer
Society Conference on Computer Vision and Pattern Recog-
nition, 2004. CVPR 2004., volume 2, pages II–II, 2004.

[7] Chee Kheng Ch’ng and Chee Seng Chan. Total-text: A com-
prehensive dataset for scene text detection and recognition.
In 2017 14th IAPR International Conference on Document
Analysis and Recognition (ICDAR), volume 1, pages 935–
942. IEEE, 2017.

[8] Chee Kheng Chng, Yuliang Liu, Yipeng Sun, Chun Chet Ng,
Canjie Luo, Zihan Ni, ChuanMing Fang, Shuaitao Zhang,
Junyu Han, Errui Ding, et al. Icdar2019 robust reading
challenge on arbitrary-shaped text-rrc-art. In 2019 Interna-
tional Conference on Document Analysis and Recognition
(ICDAR), pages 1571–1576. IEEE, 2019.

[9] Zhigang Dai, Bolun Cai, Yugeng Lin, and Junying Chen.
Up-detr: Unsupervised pre-training for object detection with
transformers. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 1601–
1610, 2021.

[10] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, et al. An image is worth 16x16 words: Trans-
formers for image recognition at scale. In International Con-
ference on Learning Representations, 2020.

[11] Wei Feng, Wenhao He, Fei Yin, Xu-Yao Zhang, and Cheng-
Lin Liu. Textdragon: An end-to-end framework for arbitrary
shaped text spotting. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision (ICCV), October
2019.

[12] Ankush Gupta, Andrea Vedaldi, and Andrew Zisserman.
Synthetic data for text localisation in natural images. In
IEEE Conference on Computer Vision and Pattern Recog-
nition, 2016.

[13] Max Jaderberg, Karen Simonyan, Andrea Vedaldi, and An-
drew Zisserman. Reading text in the wild with convolutional
neural networks. International journal of computer vision,
116(1):1–20, 2016.

[14] Max Jaderberg, Andrea Vedaldi, and Andrew Zisserman.
Deep features for text spotting. In European conference on
computer vision, pages 512–528. Springer, 2014.

[15] Klara Janouskova, Jiri Matas, Lluis Gomez, and Dimosthe-
nis Karatzas. Text recognition-real world data and where to
find them. In 2020 25th International Conference on Pattern
Recognition (ICPR), pages 4489–4496. IEEE, 2021.

[16] Dimosthenis Karatzas, Lluis Gomez-Bigorda, Anguelos
Nicolaou, Suman Ghosh, Andrew Bagdanov, Masakazu Iwa-
mura, Jiri Matas, Lukas Neumann, Vijay Ramaseshan Chan-
drasekhar, Shijian Lu, et al. Icdar 2015 competition on robust
reading. In 2015 13th International Conference on Docu-
ment Analysis and Recognition (ICDAR), pages 1156–1160.
IEEE, 2015.

[17] Dimosthenis Karatzas, Faisal Shafait, Seiichi Uchida,
Masakazu Iwamura, Lluis Gomez i Bigorda, Sergi Robles
Mestre, Joan Mas, David Fernandez Mota, Jon Almazàn
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