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Abstract

Over the years various methods have been proposed for
the problem of object detection. Recently, we have wit-
nessed great strides in this domain owing to the emer-
gence of powerful deep neural networks. However, there
are typically two main assumptions common among these
approaches. First, the model is trained on a fixed training
set and is evaluated on a pre-recorded test set. Second, the
model is kept frozen after the training phase, so no further
updates are performed after the training is finished. These
two assumptions limit the applicability of these methods to
real-world settings. In this paper, we propose Interactron,
a method for adaptive object detection in an interactive set-
ting, where the goal is to perform object detection in images
observed by an embodied agent navigating in different envi-
ronments. Our idea is to continue training during inference
and adapt the model at test time without any explicit super-
vision via interacting with the environment. Our adaptive
object detection model provides a 11.8 point improvement in
AP (and 19.1 points in AP50) over DETR [5], a recent, high-
performance object detector. Moreover, we show that our
object detection model adapts to environments with com-
pletely different appearance characteristics, and its per-
formance is on par with a model trained with full super-
vision for those environments. The code is available at:
https://github.com/allenai/interactron.

1. Introduction
Object detection has been a central problem in computer

vision since the inception of the field. There has been an
extensive literature over the past decades proposing vari-
ous methods ranging from constellation [13,14,17], region-
based [21, 49, 50], and hierarchical [24, 44, 60] models to
the more recent powerful CNN [18,19,42] and Transformer
[5, 6, 61] based models to tackle this problem. Typically,
there are two main assumptions in these works: (1) There
is a fixed training set and a test set. (2) The model is frozen
after the training stage (i.e., it cannot be updated) and is
evaluated on the pre-defined test set.

These assumptions pose certain limitations for object de-
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Figure 1. We introduce INTERACTRON a novel method for object
detection. The idea is to adapt the detection model in an interactive
setting during inference without any explicit supervision. The top
row shows a standard detector that is kept frozen during inference.
The bottom row shows our model that is updated during inference
without any supervision by using future observations.

tection in real world applications. First, in many applica-
tions (e.g., autonomous driving or home assistant robots),
the model continuously receives new observations from the
environment. The new observations might help the model
correct its belief. For example, a partially occluded ob-
ject might not be detected confidently in the current frame,
but there might be a better (unoccluded) view of that ob-
ject in later observations. The model should use this sig-
nal to improve its confidence in similar situations in the fu-
ture. Second, freezing the weights after training inhibits
further improvement and adaptation of the model. We be-
lieve there are strong self-supervised signals in the infer-
ence phase that an embodied agent can leverage via inter-
acting with its environment to adapt the model. There has
been work to adapt object detector in an unsupervised way
(e.g., [10,46,51,54]). However, they assume a pre-recorded
set of observations during inference.

The idea of the proposed method is to continue train-
ing during inference while interacting with an environment.
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Our hypothesis is that interacting with the environment en-
ables the embodied agent to capture better observations dur-
ing inference leading to better adaptation and higher perfor-
mance. In stark contrast to common object detection works,
there is no distinct boundary between training and inference
phases, and the model learns to take actions and adapt with-
out any explicit supervision during inference. More specif-
ically, there is an agent that interacts within indoor envi-
ronments and relies on an object detector trained fully su-
pervised to recognize objects. Our goal is to improve the
object detection performance by adapting the model during
inference while the agent interacts with the environment ac-
cording to a learned policy (Figure 1). During training, the
agent learns a loss function using the supervised data, i.e.
it learns to mimic the gradients produced during training
using the labeled data. During inference, there is no super-
vision available for object detection. However, the model
can generate gradients for the input images. Therefore, the
model can be updated at inference time using the generated
gradients. Basically, the model is updated without any ex-
plicit supervision at test time.

We evaluate our adaptive object detection model, re-
ferred to as Interactron1, using the AI2-THOR [26] frame-
work which includes 125 different object categories that ap-
pear in 120 indoor scenes. The task is to detect objects
in all frames that the agent observes while navigating in
a scene. Our experiments show that by learning to adapt,
the DETR [5] model, which is a recent, high-performance
object detection model, improves by 11.8 points in mAP.
In addition to this strong result, we show that our adaptive
model trained on AI2-THOR achieves on par results with
a model trained with full supervision for the Habitat [43]
framework, which includes scenes with completely differ-
ent appearance characteristics.

In summary, we propose an embodied adaptive object
detection approach, where the network is updated during
both training and inference. This approach is in contrast to
the traditional object detection frameworks, where the net-
work is frozen after training. The model learns to adapt dur-
ing inference via interaction with the environment and with-
out any explicit supervision. We show our model signifi-
cantly outperforms strong non-adaptive baselines and gen-
eralizes well to environments with different appearance dis-
tributions.

2. Related Work
Object detection. Various methods have been proposed
to tackle the problem of object detection. Part-based and
region-based models [13, 15, 53] were among the high-
performing methods before the emergence of CNN based
approaches. CNN based detectors [18,19,33,41,42] and the

1Inspired from Detectron [20], the popular object detection framework.

recently proposed Transformer based approaches [5, 6, 61]
have achieved remarkable performance on detection bench-
marks. One of the main assumptions of these works is that
the model is kept frozen after training i.e. the weights of
the model cannot change at test time. In contrast, in this
paper, the model is updated in a self-supervised way to im-
prove the detection performance. There have also been var-
ious works in segmentation and detection that adapt the net-
work [10,46,48,51,54]. However, they have access to only
a fixed set of images and there is no mechanism to interact
with an environment.
Embodied adaptive methods. Our detection model falls in
the category of models that adapt at test time. We describe a
few examples of these approaches for embodied tasks. [36]
propose a method to adapt online to novel terrains, crippled
body parts, and highly-dynamic environments. [31] propose
an algorithm to enable visual odometry networks to con-
tinuously adapt to new environments. [30] propose a do-
main adaptation method for visual navigation so methods
trained in simulation better generalize to real environments.
However, it is different from the adaptive methods in the
sense that it has access to some target-domain images dur-
ing training. [55] propose a meta-learning based approach
to adapt to new test environments for the task of navigation
towards objects. In [29], there is a meta-learner that learns
a set of transferable navigation skills. The agent can then
quickly adapt to combine these skills when the navigation-
specific reward is provided. [52] learn to adapt to new cam-
era configurations using a few examples at test time for the
task of vision and language navigation. [28] meta-learn a
set of tasks (environment configurations) to better general-
ize to new tasks using a few samples. In contrast to these
approaches, we focus on improving object detection. More
importantly, unlike these approaches (except [55]), we pro-
pose to learn a loss function instead of relying on a pre-
defined loss function.

Our method shares similarities with continual learning
[47] approaches. However, most continual learning works
focus on passive non-embodied scenarios (e.g., [4, 40, 45]).
A recent work by [32] proposes a continual learning method
for a navigation scenario. Continual learning works typ-
ically focus on learning without forgetting while our ob-
jective is to adapt efficiently to test scenarios without any
supervision.
Active vision. Active vision [3] typically involves an agent
that moves in an environment to have a better perception for
the defined task or to perform the task more efficiently. The
active vision literature addresses various types of tasks such
as 3D reconstruction [8,9,27], object recognition [1,23,25],
3D pose estimation [7, 56, 59], and 3D scene modeling [2].
The main difference of our approach with these works is
that our model is updated on-the-fly based on a loss that
is learned self-supervised (as opposed to the typical manu-

14861



ally defined measures of uncertainty). [57] is closer to our
work and infers a policy to better recognize objects. Again,
it differs from our approach since they freeze their model
after training and it is based on full supervision. [37] pro-
pose to actively select a view in a scene and request an-
notation for that view. In contrast, our approach is adaptive
and does not request annotations. [12] use pseudo-labels for
self-supervised training of object detection. In contrast, we
learn a policy and more importantly, continue training dur-
ing inference.
Embodied self-supervision. There are various works that
learn self-supervised representations via embodied interac-
tions [11, 34, 35, 38, 39]. Our goal is different in that we
learn a loss function in a self-supervised fashion to change
the weights on an object detector in a new environment to
adapt to that environment.

3. Embodied Adaptive Learning
In this section, we introduce our approach to applying

embodied, adaptive learning during inference to the object
detection task. The main idea is that we do not freeze
the weights of the model after training and instead let the
model adapt during inference without any explicit supervi-
sion while an embodied agent explores the environment.

3.1. Task Definition
We first introduce a new flavor of the object detec-

tion task, suited for interactive environments (such as AI2-
THOR [26] or Habitat [43]). The task consists of predicting
a bounding box and category label for every object in the
egocentric RGB frame of an embodied agent. Formally we
are given a scene S 2 S, and a position p and asked to pre-
dict every object o 2 OS,p, the set of all objects visible in
fS,p (the egocentric RGB frame at position p in scene S).
The agent is also allowed to take n actions from the action
set A according to some policy P and record the n addi-
tional RGB frames that it observed. We call the sequence
of the n frames observed by our agent F. We then use some
model M, which takes F as input, to predict a bounding
box and class label for every object in OS,p (for a certain
vocabulary of object categories). Note that we perform the
detection only on the initial frame. Otherwise, the agent
will be encouraged to “cheat” by simply moving to an area
with few easily detectable objects.

For every position p in every scene S, there are many
possible sequences of frames F as there are many trajecto-
ries that the agent can explore. We call these sequences of
frames rollouts, and we define the set of all rollouts for a
given scene S and position p as RS,p. Finally, since there
are many scenes and positions, each of which can be the
starting point for many rollouts, we can define the set Rall

of all the possible rollouts for all the possible positions in
all of our scenes, such that F 2 RS,p ⇢ Rall. In summary,

each instance of an interactive object detection task T con-
tains a scene S and a starting position p and is drawn from
some distribution d(T ,S) of all task instances given a set
of scenes.

3.2. Standard Approaches
The most trivial approach to solving this problem is by

using an off-the-shelf detector Mexist and simply perform-
ing object detection on the initial frame fS,p. Here our pol-
icy Pno�op is simply to not take any actions at all. We can
boost the performance by pre-training the object detector on
data from the same domain as our interactive environment.

A more powerful approach will use a random policy to
move the agent and collect several frames around the start-
ing position p. Then a multi-frame model Mmf can be
trained to perform object detection on the initial frame us-
ing all of the frames as input. A model trained on such
sequences can learn to leverage the multiple perspectives
of the objects collected by the agent as it moves around to
improve object detection.

3.3. Adaptive Learning
Intuitively, training an object detector in one particular

local area of an environment (be it a room, building, or
scene) increases the performance of the object detector on
other nearby frames in that local area, since these environ-
ments (and in fact the natural world) are continuous. We
confirm this intuition by empirical results, so we proceed to
formulate this task as a meta learning problem where each
instance of the interactive object detection task T represents
a new task to fit to. At training time this abstraction works
well as we can treat each frame in F, and their correspond-
ing ground truth labels, as a task example and apply a ver-
sion of the MAML algorithm [16]. We can then produce
an object detector M✓

meta, parameterized by ✓. We train
this model by doing a forward pass with all the frames in
F, then computing the backward pass by using the ground
truth labels and an object detection loss Ldet. We then
take a gradient step and update our parameters such that
✓0 = ✓ � ↵r✓Ldet(✓,F). We then optimize the model by
minimizing the detection loss Ldet. We repeat this process
on many tasks from d(T ,Strain), where Strain is a set of
training scenes.

At test time, however, this approach is infeasible, as we
are not given labels for any of the frames. We can over-
come this by adding another loss, one that is not based on
the labels but rather just the frames in F. This loss can
be hand designed, or it can be learned. Taking inspirations
from [55,58], we learn the loss function. In our case, we use
a learned loss produced by a model called the adaptive loss
or L�

ada parameterized by � that takes as input all of the
frames in F as well as the predictions M✓

meta(F) to pro-
duce a gradient used for dynamic adaptation. There is no
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explicit objective for the learned loss. Instead, we simply
encourage that minimizing this loss improves the detection
ability of our model. Thus the learning objective for this
model is

m
✓,�

in
X

F2Rall

Ldet(✓ � ↵r✓L�
ada(✓,F),F) (1)

As mentioned above Ldet is not available at test time,
so the parameters of L�

ada are frozen and only M✓
meta is

trained according to L�
ada. This method allows us to dy-

namically adapt our object detector to its local environment,
using the information contained in the frames in F, which
were obtained by a random policy Prand.

3.4. Interactive Adaptive Learning
In standard adaptive and meta learning applications, we

generally operate under the assumption that the distribution
of data samples for each task is fixed and can not be in-
fluenced by us. In the interactive setting this is not true,
as the samples we use for adaptation are collected by our
agent. Formally, at each time step our agent takes an ac-
tion a according to some policy P2, which takes as input all
of the previous frames it has seen. Following the intuition
that not all samples provide the same quality and quantity
of information, we can learn a policy Pint, which is a neu-
ral network parameterized by ⇢ and optimize it to guide the
agent along a sequence of frames F that will allow Mmeta

to easily adapt to the new task.
In order to learn Pint, we must first find a way to assign

a value to each rollout F obtained by our actions. We do
this by measuring the similarity of the gradients of ✓ pro-
duced by the detection loss Ldet (computed based on the
labeled data) and those produced by the learned loss Lada.
More specifically, we measure the `1 distance between the
gradients produced by Ldet using the ground truth labels of
the first frame and the gradients produced by Lada using
the sequence of frames our agent collected. This way we
are encouraging the agent to collect frames that will help
the learned loss emulate the supervision provided by the
ground truth labels. We call this value the Initial Frame
Gradient Alignment IFGA and define it for any sequence
F as follows:

IFGA(F) =
X

|r✓L�
ada(✓,F)�r✓Ldet(✓, [fS,p])| (2)

This allows us to extract another useful training signal
from our learned loss. Note that we only compute the
IFGA of complete sequences of length n + 1 (the ini-
tial frame plus the n frames collected by the agent) as our
learned loss estimator takes n+1 frames as input to compute

2We denote learned policies by P and pre-defined ones with P .

Algorithm 1 Training (d(T ,Strain), ✓,�, ⇢,↵,�1,�2,�3, n)

1: while not converge do
2: for mini-batch of tasks ⌧i 2 d(T ,Strain) do
3: ✓i  ✓
4: t 0
5: Fi  [fSi,pi ]
6: while t < n do
7: Sample action a from P⇢

int(Fi)
8: Take action a and collected frame f
9: Fi  Fi + [f ]

10: t t+ 1
11: ✓i  ✓i � ↵r✓iL

�
ada(✓i,Fi)

12: ✓  ✓ � �1
P

ir✓Ldet(✓i, fSi,pi)
13: � �� �2

P
ir�Ldet(✓i,Fi)

14: ⇢ ⇢� �3
P

ir⇢Lpol(✓i,P⇢
int(Fi))

the adaptive gradient. We can then define a full exploita-
tion policy Pexp which given any incomplete sequence of
frames Finc where len(Finc) < n explores every possi-
ble completion of the sequence and outputs the action that
leads toward a complete sequence of frames with the lowest
IFGA. This ideal policy is computed during training by
exploring every possible trajectory the agent can take from
the starting frame fS,p, but at test time this is not possible.
Instead, we use a neural network P⇢

int parameterized by ⇢
as our policy and train it to clone the behavior of Pexp using
the following loss function:

Lpol(P⇢
int,F) = �Pexp(F)

T logP⇢
int(F) (3)

For a task where our agent is permitted to take n steps in
the environment we define the adaptive gradient step learn-
ing rate as ↵, and the detector, learned loss, and policy
learning rates as �1,�2 and �3, respectively. Then we write
down our interactive adaptive training algorithm as in Al-
gorithm 1. The inference procedure for adaptive interactive
learning is the same as the one for adaptive learning de-
scribed in Section 3.3, with the exception that frames are
not rolled out randomly by Prand, but are rather obtained
by following Pint.

With this method, we are not only exploiting the ability
of our model to fit to a local area of the scene, but also the
fact that frames that would make good training examples for
our model to be fit, also tend to contain useful information.

4. Models
While the methods described in Section 3 are fundamen-

tally model agnostic, certain architectures naturally fit this
approach. In this section, we describe the specifics of the
models studied in this paper. Figure 2 shows an overview
of these models.

14863



Interactive Adaptive LearningMulti Frame 

Final Prediction 
Boxes

Prediction 
Boxes

Object 
Detector

Transformer Forward 
Pass

Adaptive 
Gradient

Policy 
Token

Detection 
TokenEnvironment Random 

Action

Adaptive LearningStandard Single Frame

Environment 
Interaction

Legend:

Figure 2. The architecture of the four main models presented in Section 4. A single frame baseline, which is just an off-the-shelf object
detector, a multi-frame baseline which includes an inter-frame fusion Transformer and two INTERACTRON models (w/ and w/o a learned
policy), which use a Transformer to learn a self-supervised loss function.

4.1. INTERACTRON Model

Our pipeline consists of two models: the Detector which
performs the task of object detection and is adapted to the
local environment at test time and the Supervisor which
consists of the learned loss Lada and learned policy Pint

and is frozen at test time.
The Detector can be any off-the-shelf object detection

model, but we use DEtection TRansformer (DETR) [5] for
our experiments. It is architecturally simple and yet very
powerful. It utilizes a ResNet backbone which produces
image features and a Transformer model which attends to
all of the features to produce object detection embeddings.
Each object detection embedding is then passed through an
MLP to extract bounding box coordinates and a predicted
object class. Although we use Transformers elsewhere in
our model, using a Transformer-based object detector is not
a requirement of this architecture. (FasterRCNN [42] re-
sults have also been provided in the Appendix).

The Supervisor is a Transformer model that functions
as both the policy and the learned loss. Image features and
object detection embeddings produced by the detector, col-
lectively called detection tokens, are passed into the Trans-
former. The transformer outputs of these tokens are passed
through an MLP then reduced to a scalar to compute the
adaptive gradient. In addition to these, a learnable policy to-
ken is passed into the Transformer for each action the agent
needs to take, and its output is used to compute the policy.

Learned Loss Training is performed by passing the out-
puts of the Detection Tokens through an MLP and taking
the `2 norm of all the features to obtain a scalar which is
the adaptive learning objective. The `2 norm is a trick (also
in [58]) to combine the sequence of vectors produced by
the Supervisor transformer into a single scalar loss. As the
learning objective in Eq. 1 illustrates, the parameters of the

Supervisor � are optimized such that the gradients produced
by the Supervisorr✓L�

ada result in a reduction of the loss of
the Detector. During training, the ground truth loss is com-
puted from the object annotations, and the predictions made
by the adapted Detector. The gradients used to adapt the De-
tector parameters are produced by the Supervisor. We can
backpropagate through the adaptive gradients to update the
Supervisor parameters, such that it produces better adaptive
gradients (meta-training). At test time there is no object
annotations, but the Supervisor has now been optimized to
produce good gradients using the other frames and detec-
tions in the sequence.

Policy Training is performed by treating the problem
as a sequence prediction task. We learn n different em-
beddings to produce n different Policy Tokens. The Trans-
former outputs of the Policy Tokens are passed through an
MLP to produce the action probability distribution. All pos-
sible trajectories of length n are explored during training
and the policy is optimized to select the actions which lead
to a complete rollout F with the lowest IFGA. When n
is small it is possible to roll out every trajectory, but as n
gets larger stochastic exploration or reinforcement learning
methods are preferable, we leave this to future work. The
Detection Tokens are fed into the Transformer one frame at
a time, followed by a Policy Token, the output of which is
used to predict the next action the agent should take. The
model has access to all of the previous frames when decid-
ing which action to take next. The adaptive gradient is only
computed once all n steps have been taken. Figure 4 in the
Appendix provides more details about our model.

4.2. Ablation Models

The INTERACTRON-Rand Model is essentially the same
as the interactive adaptive learning model described above,
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AP AP50 AP75 APS APM APL Adaptive Policy

DETR [5] 0.364 0.454 0.396 0.221 0.334 0.575 No Move
Multi-frame 0.421 0.541 0.465 0.264 0.393 0.647 Random
INTERACTRON-Rand (ours) 0.456 0.559 0.501 0.32 0.365 0.663 3 Random
INTERACTRON (ours) 0.482 0.645 0.555 0.351 0.418 0.695 3 Learned Policy

Table 1. Object detection results. We compare our method INTERACTRON with a set of baseline approaches. The standard COCO
detection metrics have been reported. Our method provides a massive gain compared to the single-frame DETR [5] baseline.

except that it does not feed policy tokens to the Transformer,
and instead utilizes a random policy Prand.
The Multi-Frame Baseline is architecturally the same as
the Adaptive Learning Model, but instead of using the
Transformer as a learned loss function Lada, it uses it as a
fusion layer, combining the detector output of all the frames
in the sequence to produce detections for the first frame.
This architecture corresponds to the model Mmf described
in Section 3.2.
The Single Frame Baseline is simply an off-the-self detec-
tor (in our case DETR) that has been pre-trained on some
data including images from our interactive environment and
corresponds to Mexist.

5. Experiments
We perform an extensive set of experiments to show the

advantages of our INTERACTRON model. We compare our
method with a variety of baselines: a non-adaptive baseline,
a non-adaptive baseline that aggregates information across
multiple frames, and an adaptive baseline that explores a
scene randomly. We also perform an experiment on an en-
vironment different from the one used for training and eval-
uate how well our model adapts. We also perform a set of
ablation experiments to better analyze the proposed model.

Implementation details. We conduct the bulk of our ex-
periments in the AI2-iTHOR [26] interactive environment,
as it offers many similarly sized scenes, fast rendering, and
the ability to perform domain randomization. For our main
task, we consider 5 frames (the initial frame plus 4 frames
collected by the agent interacting with the environment).
We use the action set {MoveForward, MoveBackward, Ro-
tateLeft, RotateRight} and 30 degree rotation angles. We
perform our evaluations with 300x300 images. Perform-
ing the object detections at higher resolutions could offer
a significant performance improvement, but it also comes
with significantly increased computational complexity so
we leave exploring different resolutions for future work.

For our main experiment, we train INTERACTRON mod-
els using the train set d(T ,Strain) and test it on d(T ,Stest).
We train our model for 1,000 epochs on the training set, us-
ing SGD to perform the meta training step and the AdamW
optimizer to train the learned loss and policy models. For
training details see Appendix F. We ensure that all possible
trajectories are explored during the entire training run. The

single frame baseline is just the pre-trained object detector,
while the multi-frame baseline is trained on d(T ,Strain)
for 1,000 epochs using the AdamW optimizer. We use the
standard COCO metrics for results.

Dataset. We collect two datasets, d(T ,Strain) and
d(T ,Stest), where Strain consists of AI2-iTHOR [26]
training and validations scenes (100 scenes in total) and
Stest consists of AI2-iTHOR test scenes (20 scenes). The
datasets consist of scene id S, agent starting positions p as
well as the labels for every object visible from the starting
position OS,p. The starting positions (which consist of po-
sitional and rotational coordinates) are randomly sampled
from all available positions for a given scene. After each
sampling, the locations of all the objects in a given scene
are randomized. We uniformly draw a total of 1000 pairs
S, p from the training and validation scenes and 100 pairs
from the test scenes. Note that the agent can explore differ-
ent trajectories depending on the policy. So only the initial
frames in the test set are fixed.

We also collected a pre-training dataset of 10K frames
from the training scenes with object detection annotations
to train the base object detector. We employ the same sam-
pling methods as above. We create a new set of detection
classes which is the union of all the object categories from
LVIS [22] and AI2-iTHOR [26]. This results in a total of
1,235 object categories and a “background” category. For
our AI2-iTHOR evaluations, we only use the 125 iTHOR
object classes, ignoring the others.

Pre-training the model. We pre-train the model, using
the DETR [5] codebase on a dataset of 124K LVIS images
and 10K images from the AI2-iTHOR pre-training dataset.
We use the standard 500 epoch training schedule.

5.1. INTERACTRON Results
Table 1 shows that our method outperforms the base-

lines by a significant margin. We compare our method
with a non-adaptive single-frame baseline DETR [5], a non-
adaptive multi-frame baseline, referred to as “Multi-frame”,
an adaptive baseline with a random policy, referred to as
“INTERACTRON-Rand”.

Our random policy INTERACTRON uses the same data
and neural network architecture as the multi-frame base-
line, yet it outperforms it, showcasing the merits of adaptive
training even when our agent is not following an optimal
policy. Our full INTERACTRON model further widens the
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Dataset AP AP50 APS APM APL

DETR [5] LVIS + AI2-iTHOR 0.30 0.39 0.17 0.30 0.45
DETR [5] LVIS + AI2-iTHOR + Habitat 0.38 0.48 0.21 0.36 0.56
INTERACTRON-Rand LVIS + AI2-iTHOR 0.34 0.43 0.22 0.31 0.51
INTERACTRON LVIS + AI2-iTHOR 0.39 0.48 0.25 0.38 0.52

Table 2. Transfer results. We train our model on the AI2-
iTHOR [26] framework and perform adaptive inference in the
Habitat [43] environment. The performance of our model is on
par with a model trained with full supervision in Habitat scenes.

performance gap by selecting good frames for computing
the learned loss. The overall improvement between the off-
the-shelf detector (DETR [5]) that the single frame baseline
represents and our model is 11.8 AP (and 19.1 AP50).

5.2. Transfer Results
One of the key goals of this work is adapting our model

to novel environments. In order to evaluate the cross-
environment adaptability performance of INTERACTRON
models, we evaluate them on the Habitat [43] environ-
ment that has completely different appearance characteris-
tics (natural images vs synthetic AI2-iTHOR images). We
train our model in the AI2-iTHOR environment and per-
form adaptive inference in the Habitat environment. We
test our model on a dataset of Habitat task instances, which
are generated similarly to our AI2-iTHOR task instances
(see Appendix D). For this set of tasks we only used the
intersection of the iTHOR categories which we trained our
model on, and the Habitat categories (22 object categories
in total). Table 2 shows INTERACTRON models trained on
AI2-iTHOR images are able to perform on par with a detec-
tor pre-trained with full supervision in Habitat. This shows
that our method allows a model to fit to a new environment
without access to training data or labels from that environ-
ment as well as a model that does have access to the labeled
data in that environment. It is interesting to note that for
small and medium objects, INTERACTRON outperforms the
baseline approaches (refer to APS and APM ). This indi-
cates that our method may in fact leverage the signal in the
later frames to update its belief about small or partially vis-
ible objects which are typically hard to detect.

5.3. Ablations
No Training at test. We profile the performance con-

tribution of our learned loss Lada by measuring the perfor-
mance of our model on the test set without it. We roll out
the trajectory according to Pint, then simply omit applying
the gradient update according to Lada. Table 3 shows the
meta trained model, without the train-at-test gradient update
performs significantly worse than our full model, showcas-
ing the contribution of training at test time. In fact, without
the test time adaptation, our model performs worse than the
off-the-shelf detector baseline.

Varying number of frames. Since we have shown that

Train at test AP50

INTERACTRON yes 0.65
INTERACTRON no 0.42
INTERACTRON-Rand yes 0.56
Multi-frame no 0.53
DETR [5] no 0.45

Table 3. Ablation - No train at test.

No. of frames 5 7 9

INTERACTRON AP50 0.645 0.659 0.649
Multi-frame AP50 0.541 0.568 0.583

Table 4. Ablation - Varying number of frames.

AP50

INTERACTRON-Rand 0.56
INTERACTRON-Rand (Repeated First Frame) 0.46
Multi-frame 0.53
DETR [5] 0.45

Table 5. Ablation - Repetition of the same frame.

gathering information from 5 frames is more useful than
just relying on a single frame, it naturally follows to inquire
if adding even more frames helps improve our model even
further. To test this, we train INTERACTRON models with
rollouts of length 7 and 9, respectively. We slow down the
training schedule and increase the number of epochs when
training these, as there are significantly more possible tra-
jectories to explore with these sequence lengths (see Ap-
pendix F for details). Table 4 shows the results. We find that
any improvement gained by adding more frames is within
the training noise of our model. We also find that training
the Multi-frame model using 7 and 9 frames leads to sig-
nificant improvements, as the Multi-frame model collects
frames using a random policy so we are effectively increas-
ing the probability of a good frame being sampled.

Multiple copies of the same frame. We explore train-
ing a model which sees five repetitions of the first frame
instead of five unique frames. Training a policy with this
model is meaningless, so we use just the INTERACTRON-
Rand model. Table 5 show the results. The model trained
to look at just the first frame performs only slightly better
than the off-the-shelf DETR model. The improvement is
only slightly larger than the training variance and can be
attributed to the extra learning capacity of the Transformer
model. This verifies that our adaptive approach in fact ben-
efits from extracting information from all of the frames in
our trajectory to adapt the model to the current environment.

Variance analysis. We repeat the AI2-iTHOR training
to compute the performance variance between runs with dif-
ferent random seeds. We find that the standard deviation be-
tween the AP50 of five different training runs to be 0.015.
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DETR Interactron Step 2 Step 3 Step 3 Step 4

Figure 3. Qualitative results. in the AI2-iTHOR and Habitat environments. The first column displays the results produced by DETR [5],
the 2nd column displays the results of INTERACTRON, and the subsequent columns depict the interactive steps that the model took. Note
that for the result shown in the third row, INTERACTRON has never seen Habitat images during training.

5.4. Qualitative Results

Figure 3 shows a selection of rollouts produced by IN-
TERACTRON. The bounding boxes displayed represent de-
tections with a confidence score greater than 0.5.

The first row showcases an example of situations in
which INTERACTRON excels. The cup, which is placed at
the edge of the view of the agent is not detected by DETR,
but INTERACTRON adjusts the position of the agent to get
a better view of the cup. Similarly, other drawers are also
detected by INTERACTRON.

The second row displays both a success and a failure case
for our model. DETR only sees the arm of the sofa and
classifies it as an armchair, while by looking from other an-
gles, INTERACTRON discovers it is a sofa. It is also able to
correctly detect the statue. On the other hand, DETR can
detect the newspaper, which our model misses, and INTER-
ACTRON falsely labels the fireplace as a laptop, an object it
sees later in the rollout, and incorrectly associates with the
position of the fireplace in the first image.

The third row shows an example of our transfer results in
the Habitat environment. The agent starts positioned close
to the sofa, so it is difficult to identify. DETR does not de-
tect it while INTERACTRON takes a few steps backwards
and is then able to correctly label it as a sofa. Note that IN-
TERACTRON has never seen Habitat images during training.

6. Discussion
Constant Adaptation. One of the benefits of using an

adaptive model versus one that simply views more frames

at a time is that after the adaptation we are left with a model
that only needs one frame to work well in the local area.

Sub-policy. If a certain complex task (such as navigation
or object manipulation) requires a high confidence detection
of the objects visible from a certain position, the interactive
policy we propose can be used as a sub-policy.

6.1. Limitations
One of the main limitations of this approach is that it

works only for a specific set of object categories (125 cate-
gories in our experiments), and it is not capable of learning
about new categories. Another limitation is that the pro-
posed policy training approach only works with short tra-
jectories, which can be explored with reasonable space and
time complexity. Further work can address alternative pol-
icy training approaches for tasks that require longer rollouts.

7. Conclusion
We introduce INTERACTRON an adaptive object detec-

tion model that adapts to its test environment without ex-
plicit supervision. The model gathers information about
the scene via a learned policy deployed on an embodied
agent that navigates in the environment. We show our ap-
proach substantially improves a state-of-the-art object de-
tector (11.8 point improvement in object detection AP).
Moreover, we showcase the strengths of our approach in
adapting the model to new environments, performing on par
with a model trained fully supervised for that environment.

14867



References
[1] Phil Ammirato, Patrick Poirson, Eunbyung Park, Jana
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