Abstract

Template-based 3D object tracking still lacks a high-precision benchmark of real scenes due to the difficulty of annotating the accurate 3D poses of real moving video objects without using markers. In this paper, we present a multi-view approach to estimate the accurate 3D poses of real moving objects, and then use binocular data to construct a new benchmark for monocular textureless 3D object tracking. The proposed method requires no markers, and the cameras only need to be synchronous, relatively fixed as cross-view and calibrated. Based on our object-centered model, we jointly optimize the object pose by minimizing shape re-projection constraints in all views, which greatly improves the accuracy compared with the single-view approach, and is even more accurate than the depth-based method. Our new benchmark dataset contains 20 textureless objects, 22 scenes, 404 video sequences and 126K images captured in real scenes. The annotation error is guaranteed to be less than 2mm, according to both theoretical analysis and validation experiments. We re-evaluate the state-of-the-art 3D object tracking methods with our dataset, reporting their performance ranking in real scenes. Our BCOT benchmark and code can be found at https://ar3dv.github.io/BCOT-Benchmark/.

1. Introduction

Template-based 3D object tracking aims to estimate the accurate 6DOF pose of moving objects with known 3D models. It is an essential task of computer vision [21], and is widely used in applications that desire high-precision 3D object pose, such as augmented reality, robotic grasping, etc. Despite the rapid development of single-frame 6DOF pose estimation methods [32, 41], for video analysis 3D tracking can be more accurate and more efficient, and thus is indispensable.

Because it is difficult to annotate the accurate 3D pose of a moving object in the real video, it is a great challenge to evaluate 3D tracking methods in real scenes. Previous works use only synthetic datasets or datasets with low precision, the movement of object and camera is also limited. Currently the main adopted datasets include RBOT [38], OPT [45] and YCB-Video [47]. The RBOT dataset is semi-synthetic with rendered moving objects in the real background image sequences, which may be different from real video in camera effects and object movement. The OPT dataset is real captured, but with numerous artificial markers around the object, and the objects are not allowed to move. The YCB-Video is a real RGB-D dataset without markers; however, it contains only static objects, and the pose annotation contains a significant error that prevents it from being used in high-precision scenarios (as required by many AR applications). The above limitations are especially important for the learning-based tracking methods [43,44], due to the domain difference as well as the bias to the visual cues and object movements in the training dataset.

Table 1 lists and compares related datasets, including some datasets for single-frame pose estimation [1, 13, 14, 18, 47]. Note that even with the depth camera, it is still difficult to annotate the accurate 3D pose, due to the depth er-
Table 1. Dataset Comparisons. Our BCOT benchmark is the only real scene benchmark that provides dynamic objects. The benchmark doesn’t have invasive artificial markers and includes indoor and outdoor scenes.
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2. Related Work

**Related datasets.** Early 3D tracking algorithms usually use their own collected video sequences as test data [3, 31, 33, 37, 39, 42], which scale is small and difficult to reflect the performance of the algorithm.

In recent years, some large-scale 3D object tracking datasets have been released. The RBOT dataset [38] is a semi-synthetic dataset with the real scene background and the rendered object. It provides absolute GT poses but lacks authenticity. The motion trajectory of the virtual object is also pre-set, and all sequences share the same trajectory, limiting the diversity of object motion. The OPT dataset [45] is a real scene dataset, which uses artificial markers to calculate the GT pose. However, the marker occupies most background areas, making the background invasive.

For pose estimation datasets based on the single frame [1, 6, 8, 13, 14, 18, 26, 27, 47], because they do not annotate the pose on the sequence, or the annotation precision is insufficient, they cannot effectively evaluate the 3D tracking method.

**Monocular textureless 3D object tracking.** Textureless 3D object tracking can be divided into edge-based methods [2, 5, 9, 29, 34, 39, 40, 42, 46] and region-based methods [11, 33, 35–38, 49] according to the feature used. There are also some methods based on feature fusion, which use multiple features explicitly [23, 24, 48] or implicitly [15, 16, 42] to achieve better results.

In recent years, some methods based on deep learning have been explored [4, 7, 25, 43, 44], but their performance is still not comparable to those based on traditional features.

**Multi-view tracking.** Multi-view geometry [10] is widely used in computer vision, which estimates the camera and object pose through corresponding feature matching [13, 14, 17, 28]. However, the constraints will fail for textureless objects because the stable point or edge features cannot be extracted and matched when the object lacks the texture.

Li et al. [22] and Labbé et al. [20] propose a two-step
multi-view optimization framework for textureless objects. They first estimate the object pose using the image feature under every single camera and then minimize a reconstruction loss (irrelevant to image feature) in the world coordinate frame, where [20] uses 2D projection points and [22] uses 3D points. This kind of strategy separates the features and coordinate system, limiting the precision. Besides, they are single frame pose estimation methods whose accuracy is lower than the tracking method.

3. Multi-view Pose Estimation

Since the single-view RGB-based method can make use of only 2D reprojection error for 3D pose estimation, it is error-prone in the direction of the camera view (Z-axis), as shown in Fig. 2. In multi-view tracking, each camera has a different view direction, and the uncertainty thus can be greatly reduced.

3.1. The Object-centered Model

We should note that all previous 3D tracking methods are based on the camera coordinate frame to optimize the object pose, which can not directly establish the association between multiple cameras. So we first select a basic coordinate frame. Considering that all cameras are directly associated with objects, we use the object-centered coordinate frame $O_o$ for pose optimization, which takes the center of the object model as the coordinate origin, as shown in Fig. 2. Please note that object template coordinate frame $O_t$ is different from $O_o$. The origin of $O_t$ can be at any position, which is determined by the CAD model. At the same time, we need to know the relative position between the cameras. Here, we call the model based on the camera coordinate frame $O_c$ the camera-centered model, and the model based on the object-centered coordinate frame $O_o$ is called the object-centered model.

When using multi-view information, the coordinate frames between multiple cameras are no longer independent. So the pose cannot be estimated independently in each camera coordinate frame $O_{ci}$ but should be solved jointly based on the basic coordinate frame $O_o$. The subscript $i$ represents the camera index. We need to re-derive the camera projection model and pose updating process. The projection model in $O_o$ is formulated as:

$$x = \pi(K(T_c \hat{X}_t)_{3 \times 1}) \quad (1)$$
$$= \pi(K(\hat{o}T_c^{-1} \hat{o}T_c \hat{T}_c \hat{X}_t)_{3 \times 1}) \quad (2)$$
$$= \pi(K(\hat{o}T_c^{-1} \hat{X}_o)_{3 \times 1}). \quad (3)$$

$x$ is the 2D point on the image and $K$ is the pre-calibrated camera intrinsic parameter. $^mT_m$ represents the coordinate transformation from $O_m$ to $O_n$. In particular, $^cT_c$ also represents the object pose in $O_c$. $^oT_o$ can be calculated from the $O_t$, $O_o$ and the initial pose (i.e., the pose of the previous frame). In practical applications, it can also select $O_t$, $O_{ci}$, or other unified coordinate frames.

3.2. Joint Pose Estimation

The monocular energy function in $O_o$ is formulated as:

$$\Delta \xi_o = \arg \min_{\Delta \xi_o} \sum_{x \in \Omega} F(x, \xi_o, \hat{o}T_c), \quad (4)$$

and we then map the updated pose increment $\Delta \xi_o$ to $O_c$ by

$$\Delta T_c = \hat{o}T_c \exp(\Delta \xi_o) \hat{o}T_c^{-1}. \quad (5)$$

$F$ represents the arbitrary energy function for 3D tracking, here we adopt the region-based pose estimation method introduced in [38]. $F$ in $O_o$ can be re-formulated as:

$$F(x, \xi_o, \hat{o}T_c) = F(x, \xi_o) \quad (6)$$

which minimizes the shape reprojection error with respect to a rendered shape template $\Phi$ and estimated soft object segmentation $P_f, P_b$. The original $F$ in method [38] is associated with the pose $\xi_o$ in $O_o$, and we use the object-centered model to associate $F$ with $\xi_{ci}$, and solve for the pose increment in $O_o$. For the case of multiple views, we propose to optimize the following joint energy function:

$$\Delta \xi_o = \arg \min_{\Delta \xi_o} \sum_{i=1}^{N} \sum_{x \in \Omega} F^i(x, \xi_{ci}, \hat{o}T_{ci}) \quad (7)$$

$$= \arg \min_{\Delta \xi_o} \sum_{x \in \Omega} F(x, \xi_o). \quad (8)$$
in which $N$ represents the number of views. $\Omega^i$ represents optimized points set in each view. Through the object-centered model, we combine all the optimized points in each view to form an optimized area $\Omega$, where all sample points are independent. Eq. 7 uses maximum likelihood estimation to maximize the color probability difference between the foreground and background to solve the pose. It becomes a summation by taking the logarithm. Therefore, all sampling points can be jointed, and Eq. 8 can constraint the pose by unifying the image features and coordinate system.

During tracking, the object can freely move. The camera movement needs to be discussed in two cases. The first case is that the relative spatial position of the cameras is fixed, and the transformation between the cameras can be calibrated in advance. The second case is that the cameras move freely. At this time, we need to calibrate the camera in real-time during the tracking. For example, put an artificial marker [19] in the scene or use SLAM [30] or other technologies, but this way will introduce the calibration error. For data collection we prefer the first approach, which allows the cameras to move with fixed relative pose (see section 4.3).

Optimization. We use the Gauss-Newton method to solve the joint energy function. Please refer to the supplementary materials for details.

4. BCOT Benchmark

Based on our high-precision multi-view tracking method, we construct the BCOT benchmark.

4.1. Data Collection

We utilize two high-resolution, high-speed cameras (MER-131-210U3) to capture images synchronously in the data collection stage, using Cam1 and Cam2 to indicate. The camera exposure time is $5\text{ms}$ ($200\text{FPS}$) so that no motion blur will occur. The image resolution is $1280 \times 1024$. When storing data, limited by the transmission bandwidth of the USB3.0 interface, the images of the two cameras can only be stored at a speed of $60\text{FPS}$, but the storing speed doesn’t influence the exposure time. The included angle between the two cameras is approximately $90^\circ$. Their relative position in the scene is fixed, and we pre-calibrate them in advance. During collection, the camera set and the object can move freely in the scene.

We then use the binocular images taken by the Cam1 and Cam2 cameras to annotate the object pose. As shown in Fig. 1, the image taken by Cam1 is the complex scene designed in advance, and the image taken by Cam2 is the relatively clean background to improve the annotation precision. The pose annotation process does not need to consider the calculation efficiency. We increase the number of iterations in the optimization process to ensure convergence. The initial pose of the first frame can be roughly set manually. With the help of the spatial position relationship constraints between the cameras, it can be optimized to a precise value. We annotate the object pose frame by frame under the high frame rate ($60\text{FPS}$) image. At this time, the pose increment between frames is smaller, which can obtain higher precision. After annotating the entire sequence, we downsample the frames and resolutions, i.e., $30\text{FPS}$, $640 \times 512$ resolution. This strategy will annotate a more precise object pose.

Finally, the images with annotated object poses are provided to users. In this way, we can collect images of complex scenes and provide precise poses of objects without any invasion of artificial markers, ensuring the authenticity of the scene and the movement of the object.

4.2. 3D Models

The BCOT benchmark contains 20 objects, as shown in Fig. 3. The first row is the irregular object, and the second row is the hollow object. The last three rows are symmetrical objects. The real object is 3D printed according to the model and painted with one single color to ensure texture-
less. Besides, all objects have reflective properties. The range of the longest side of the model bounding box is from 91.7\,mm to 229.5\,mm.

### 4.3. Scenes

The BCOT benchmark contains a variety of scene attributes and multiple motion modes, which are partially combined to a total of 22 scenes.

**Static camera set.** The camera set in the scene are fixed, so its background is basically static, with only a few objects moving slowly on the turntable. Objects move freely in the scene. The camera layout is shown in Fig. 4(a).

**Movable camera set.** The camera set are fixed on a bracket, as shown in Fig. 4(b). The relative pose between the cameras is fixed, and the camera set can be moved freely. The other configurations are the same as the static camera set. When moving the bracket, the camera on it may shake very slightly. Therefore, we will slowly move the bracket to ensure annotating precision.

**Indoor scenes.** For the indoor scene, we only provide users with images taken by Cam1, where the background is delicately designed, as shown in Fig. 1. At the same time, we construct simple scenes and complex scenes, respectively.

**Outdoor scenes.** For the outdoor scene, the images taken by the two cameras have the same priority, so we provide the images taken by two cameras to the user.

**Motion modes.** The object motion is mainly divided into three modes. 1) Translation movement: tie the object to the toy car while manipulating the car to produce the free translation. 2) Suspension movement: use a transparent fishing line to tie the object to perform suspension movement. At the same time, move the apex to generate random motion and rotation. 3) Handheld movement: people hold the object to move freely.

**Dynamic light.** In indoor scenes, we added dynamic lighting sources to increase the complexity of the scene. In outdoor scenes, natural light at different times will naturally produce light changes.

**Occlusion.** In the suspension movement mode, we tie two objects at the same time to create mutual occlusion. Because occlusion will impact the precision of our multi-view tracking method, there are fewer occlusion sequences in the BCOT benchmark.

### 4.4. Data Post-processing

Some models may face considerable challenges in some specific scenes, e.g., reflective, symmetrical, and fast-rotating scenes, where our joint optimization framework cannot precisely track objects. If the reprojection error on the original resolution image is greater than 2 pixels, we will discard the sequence. In the BCOT benchmark, we provide 404 valid sequences.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RGB-D datasets</th>
<th>TOD [27]</th>
<th>StereOBJ-1M [26]</th>
<th>BCOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>≥ 17,mm</td>
<td>3.4,mm</td>
<td>2.3,mm</td>
<td>&lt;2.0,mm</td>
</tr>
</tbody>
</table>

Table 2. Annotation error in 3D space.

### 4.5. Why Use Binocular Data?

The critical factor determining our tracking precision is the included angle between the cameras (see section 5.1). The orthogonal angle can already constrain the object in space and eliminate the uncertainty of the pose. New uncertainties may be introduced to affect the precision if other cameras are added in between the orthogonal cameras.

If the cameras are arranged uniformly in the space under various viewing, objects can be constrained to the greatest extent. But it will also bring storage and camera movement restrictions, and camera synchronization will also introduce extra errors. Therefore, to balance precision and operability, we adopted two cameras.

### 4.6. Error Analysis

The error of pose annotation mainly comes from three aspects: calibration error between cameras, camera synchronization, and estimation error of the proposed multi-view tracking method. The calibration between the cameras is an offline process, so it can be considered precise. We then use the system clock to ensure the synchronization between cameras.

We comprehensively analyze the errors caused by camera synchronization and pose estimation. In the binocular data, we analyze the annotation error by observing the reprojection error of the object contour. Cameras with 90° included angles can constrain objects from 3 directions, one camera constrains the $X$ and $Y$ axes, and the other camera constrains the $Z$-axis. Ideally, the projection contour under the annotation pose can be precisely aligned with the object contour in each image.

The reprojection pixel error can be observed from the binocular data. We then use the camera projection model in Eq. 1 to convert to spatial position error. In the formula, $^cT_t$ is the annotated object pose, which converts the object template coordinate frame $O_t$ to the camera coordinate frame $O_c$. $^cT_t$ is the rigid transformation matrix, and $X_t$ is the model vertices, so the error of $X_c$ in the camera coordinate frame is equivalent to the annotation error $^cT_t$. We then expand the formula to get the mapping relationship:

$$
x = \frac{fx}{Zc}Xc + cx, \quad y = \frac{fy}{Zc}Yc + cy.
$$

$c_x$ and $c_y$ are constants, so $X_c$ and $Y_c$ are proportional to $x$ and $y$, respectively. In the original data of our benchmark, $\frac{fx}{Zc}$ and $\frac{fy}{Zc}$ are both in $[1, 2]$, which means each pixel error corresponds to a spatial 3D error of 0.5 to 1\,mm. In
all sequences, we ensure that the pixel errors in two views are both within 2 pixels, so the maximum spatial error of the proposed benchmark is 2\text{mm}, which is the benchmark with the highest annotation precision at present. Table 2 shows the annotation error compared to the other datasets. The RGB-D sensor has a random error standard deviation of 17\text{mm}\textsuperscript{1}, and the keypoints-based annotation methods [27] and [26] have the RMSE (Root Mean Squared Error) of 3.4\text{mm} and 2.3\text{mm}.

### 4.7. Evaluation Metric

We use \(n^\circ, n\text{ cm}\) and ADD metric to evaluate the monocular tracking method.

\(n^\circ, n\text{ cm}\). The tracking is considered accurate when the rotation error is less than \(n^\circ\) and the translation error is less than \(n\text{ cm}\) [38]. This value is usually set to 5\(^\circ\), 5\text{ cm}. If it is greater than this pre-set value, the initial pose will be reset to the GT pose. For indoor objects, 5\text{ cm} is usually a large threshold, so we will adjust the value of \(n\) to re-evaluate the monocular 3D tracking method. Given the GT translation \(\hat{t}\) and rotation \(\hat{R}\), and the predicted translation \(t\) and rotation \(\hat{R}\), the translation error and rotation error are defined as:

\[
e(\hat{t}) = \|\hat{t} - t\|_2,
\]

\[
e(\hat{R}) = \cos^{-1}\left(\frac{1}{2} \text{trace}((\hat{R}^T \hat{R}) - 1)\right).
\] (11)

**ADD metric.** ADD metric [12] represents the average distance between the model points in the predicted pose and the GT pose. When the error is less than the preset value, the tracking is considered correct. Although our BCOT benchmark contains many symmetrical objects, we have not used the ADD-S metric for symmetrical objects because we have the pose of the previous frame as the prior information. The ADD metric is formulated as:

\[
ADD = \frac{1}{M} \sum_{i=1}^{M} \| (\hat{R}X + \hat{t}) - (RX + t) \|.
\] (12)

### 5. Experiments

In this section, we conduct a detailed evaluation of the proposed joint optimization framework and the BCOT benchmark. We also show more results in the supplementary material. Our experimental environment is on a laptop with Intel(R) Core(TM) i7-8565U @1.8GHz CPU, NVIDIA GeForce MX250 GPU, and 8GB RAM.

#### 5.1. Multi-View Tracking Evaluation

The precision of the proposed joint optimization framework is the basis for the construction of the BCOT benchmark. This section uses the synthetic data to prove that the method can obtain sufficient annotation precision. The synthetic data contains 4 objects, namely *Cat, Clown, Driller* and *Squirrel*, and there diameters are 127.6\text{mm}, 142.3\text{mm}, 229.5\text{mm}, and 194.3\text{mm}. Each object includes 3 modes of multi-view data, i.e.: 1) *Object moves freely with fixed cameras*, 2) *Object rotates only with fixed cameras* and 3) *Cameras move freely*. Its resolution is 640×480px.

**Binocular tracking result.** We first perform the binocular tracking evaluation on the mode 1, as shown in Table 3. The basic camera C-0 and other cameras constitute binocular data. C-0 to C-8 are on an arc, forming a plane with the object. C-9 to C-12 are outside the plane, and C-0/C-1/C-9, C-0/C-2/C-10, C-0/C-3/C-11 and C-0/C-4/C-12 constitute 4 sets of cone-type cameras with the object. The data in the table is the average error of the two views, which also averaged all 4 objects. Lost Number represents the number of tracking failure, i.e., the rotation error is larger than 5\(^\circ\), or the translation error is larger than 5\text{ cm}, under the C-0 coordinate frame (first camera of the set). When the object is lost, we reset the GT pose.

The second column of Table 3 is the tracking result under C-0 with only monocular data. Overall, the rotation and translation errors of our binocular tracking gradually decrease with the included angle increasing between 5\(^\circ\) to 90\(^\circ\), and this tendency is especially obvious in the Z-axis direction. When the included angle is 90\(^\circ\), the Z-axis translation error is 0.28\text{mm}, which is less than 2\% of the diameter of the model.

The object may be lost in the case that the camera included angle is small. This is because the uncertainty of the pose cannot be eliminated in a small view angle. As the included angle increases, while the object may be lost in one view, the other view can constrain the object so that the joint optimization will pull the object back to the correct pose.

**Multi-view tracking result.** We further introduce the

<table>
<thead>
<tr>
<th>Included Angle</th>
<th>Mono.</th>
<th>5(^\circ)</th>
<th>10(^\circ)</th>
<th>20(^\circ)</th>
<th>30(^\circ)</th>
<th>45(^\circ)</th>
<th>60(^\circ)</th>
<th>90(^\circ)</th>
<th>120(^\circ)</th>
<th>5(^\circ)</th>
<th>10(^\circ)</th>
<th>30(^\circ)</th>
<th>45(^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera Index</td>
<td>C-0</td>
<td>C-0/C-1</td>
<td>C-0/C-2</td>
<td>C-0/C-3</td>
<td>C-0/C-4</td>
<td>C-0/C-5</td>
<td>C-0/C-6</td>
<td>C-0/C-7</td>
<td>C-0/C-8</td>
<td>C-0/C-9</td>
<td>C-0/C-10</td>
<td>C-0/C-11</td>
<td>C-0/C-12</td>
</tr>
<tr>
<td>(r_{1x}(\text{cm}))</td>
<td>1.31</td>
<td>1.22</td>
<td>1.17</td>
<td>0.94</td>
<td>0.87</td>
<td>0.76</td>
<td>0.62</td>
<td>1.33</td>
<td>1.27</td>
<td>1.06</td>
<td>0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t_x(\text{mm}))</td>
<td>4.36</td>
<td>3.27</td>
<td>2.12</td>
<td>1.12</td>
<td>0.80</td>
<td>0.57</td>
<td>0.41</td>
<td>0.38</td>
<td>3.18</td>
<td>2.01</td>
<td>0.53</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>(t_y(\text{mm}))</td>
<td>2.39</td>
<td>1.80</td>
<td>1.15</td>
<td>0.55</td>
<td>0.34</td>
<td>0.28</td>
<td>0.26</td>
<td>0.23</td>
<td>1.82</td>
<td>1.19</td>
<td>0.45</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>(t_z(\text{mm}))</td>
<td>22.09</td>
<td>16.67</td>
<td>10.64</td>
<td>5.11</td>
<td>2.86</td>
<td>1.35</td>
<td>0.67</td>
<td>0.28</td>
<td>0.37</td>
<td>16.30</td>
<td>10.48</td>
<td>1.72</td>
<td>0.93</td>
</tr>
<tr>
<td>Lost Number</td>
<td>21</td>
<td>15</td>
<td>10</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^1\text{Azure Kinect DK hardware specifications: https://docs.microsoft.com/en-us/azure/kinect-dk/hardware-specification}\)
Table 4. Multi-view tracking evaluation on Cameras move freely.

Table 5. Binocular tracking evaluation on different resolution.

error trend when the camera number is gradually increasing. We take C-0 as the basic camera and append cameras according to the following two patterns, i.e., the camera included angle is appended from small to large (pattern-1, C-0/C-1/C-2/C-3/C-4), and the camera included angle is appended from large to small (pattern-2, C-0/C-2/C-3/C-4/C-5). The error trends of translation and rotation are shown in Fig. 5.

We can see that translation and rotation errors of pattern-1 show a downward trend. But in pattern-2, adding a camera between the existing cameras may increase the error, especially the translation component. Moreover, the multi-view performance in most cases is inferior to the binocular tracking with a large included angle, i.e., the green point of 2 cameras. All of these show that the camera included angle has a decisive effect on the tracking precision. The results of mode 2 are consistent with the results of mode 1. The other results can be found in the supplementary material.

Cameras move freely. We next evaluate the Cameras move freely mode. The relative transformation between the cameras is continuously changing, and we use the ground truth poses of each camera to calculate it. The average error is shown in Table 4.

We can see that when the two cameras are moving freely, our method can track precisely. The precision is slightly improved by extending to 3 cameras. This is because some small included angle situations during the tracking may increase the error, and appending cameras with larger included angle can reduce this kind of error. Overall, the free movement of the two cameras can already satisfy multi-view tracking in general scenes.

**Evaluation with different resolutions.** Table 5 shows the evaluation of the precision with different resolutions under binocular tracking. We use *Cat* model for the evaluation, whose error is lower than the average error due to its unique structure. The camera included angle here is 90°, and the resolution gradually increases from 320×240px to 4096×3072px. As the resolution increases, the precision of rotation and translation also gradually increases. When the resolution is 2560px, each axis’s translation error is less than 0.1mm, reaching sub-millimeter level.

**5.2. Evaluation on BCOT Benchmark**

**BCOT benchmark examples.** Fig. 6 shows examples of the BCOT benchmark. The red contour is rendered according to the annotation pose, and it can accurately align with the object contour on the image.

**Monocular 3D tracking method evaluation.** Table 6 shows the evaluation results of *n°*, *n cm* and ADD metric. The *d* in the ADD metric represents the longest side of the bounding box of the object model. For all the metrics in the table, if the rotation error is larger than 5° or the translation error is larger than 5cm, we reset the GT pose. All methods use the code provided by the author. ACCV2020 [35] achieves the highest accuracy under 5°, 5cm. However, it needs to pre-render the template when meeting the new object, which will cost several minutes. Considering 5°, 5cm is a relatively relaxed metric for tracking, we further test the accuracy under 2°, 2cm. We find that TVCG2021 [15] has higher rotation accuracy, and ACCV2020 [35] has higher translation accuracy.

Fig. 7 shows the tracking accuracy under different ADD error tolerances. The unit of the horizontal axis is the model side length *d*. A more detailed comparative comparison can be found in the supplementary material.

**5.3. Limitation and Future Work**

Although our multi-view joint optimization framework can achieve sufficient precision for benchmark construction, it still has some limitations. We need to keep the relationship between cameras relatively fixed for multi-view tracking, which limits many application scenarios. In future work, we will explore high-precision optimization methods with freely moving cameras. For the BCOT benchmark, to ensure precision, the movement speed of the object is relatively slow. In addition, there is currently no proper method to evaluate the rotation error of the annotation, and we will explore it in future work.
Figure 6. Examples of the BCOT benchmark, where the red contour is rendered according to the annotation pose: (a) Vampire Queen model, static camera set, easy scene, handheld movement; (b) Flashlight model, static camera set, complex scene, dynamic light, translation movement; (c) Bracket model, movable camera set, complex scene, suspension movement; (d) Deadpool model, movable camera set, complex scene, occlusion, suspension movement; (e) Standtube model, movable camera set, outdoor scene, handheld movement, providing both two views.

6. Conclusion

We have proposed a joint optimization framework for multi-view textureless 3D object tracking, based on which we further construct a real scene benchmark with high-precision annotation poses. Increasing the included angle of cameras to eliminate the pose uncertainty is the key to improving precision. The orthometric two cameras have reached enough precision, and increasing the number of cameras will not significantly improve tracking precision anymore. We comprehensively evaluated SOTA 3D object tracking methods on the proposed BCOT benchmark. At the same time, the benchmark provides real data for deep learning model training, which enables future research on tracking methods based on deep learning.
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