
PhyIR: Physics-based Inverse Rendering for Panoramic Indoor Images

Zhen Li1 Lingli Wang1 Xiang Huang1 Cihui Pan1,* Jiaqi Yang2,*

1Realsee 2Northwestern Polytechnical University
yodlee@mail.nwpu.edu.cn,{wanglingli008,huangxiang003,pancihui001}@ke.com,jqyang@nwpu.edu.cn

Abstract

Inverse rendering of complex material such as glossy,
metal and mirror material is a long-standing ill-posed prob-
lem in this area, which has not been well solved. Pre-
vious approaches cannot tackle them well due to simpli-
fied BRDF and unsuitable illumination representations. In
this paper, we present PhyIR, a neural inverse render-
ing method with a more completed SVBRDF representa-
tion and a physics-based in-network rendering layer, which
can handle complex material and incorporate physical con-
straints by re-rendering realistic and detailed specular re-
flectance. Our framework estimates geometry, material and
Spatially-Coherent (SC) illumination from a single indoor
panorama. Due to the lack of panoramic datasets with com-
pleted SVBRDF and full-spherical light probes, we intro-
duce an artist-designed dataset named FutureHouse with
high-quality geometry, SVBRDF and per-pixel Spatially-
Varying (SV) lighting. To ensure the coherence of SV light-
ing, a novel SC loss is proposed. Extensive experiments on
both synthetic and real-world data show that the proposed
method outperforms the state-of-the-arts quantitatively and
qualitatively, and is able to produce photorealistic results
for a number of applications such as dynamic virtual object
insertion.

1. Introduction
Inverse rendering is a fundamental yet challenging task

in computer vision and computer graphics. This task aims
to recover geometry, material and illumination from a single
image. The above properties play a vital role in emerging
applications, such as scene editing and virtual object inser-
tion in mixed reality. All these applications require phys-
ically reasonable realism. However, reconstructing physi-
cally accurate properties of a scene is very difficult, because
inverse rendering is an ill-posed problem. It contains com-
plicated geometry, different types of material and varying
local illumination, which will result in complex lighting ef-

*Co-corresponding authors. The project page is at https://lzleejean.git-
hub.io/PhyIR
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Figure 1. Given an LDR panorama (a), we estimate geometry
(b-c), SV illumination and SVBRDFs, including base color (d),
roughness (e) and metalness (f). Our physics-based differentiable
renderer can produce detailed specular reflectance (g) on complex
material. Based on such physical constraint, our predictions are
qualified to produce virtual object insertion (h) with realistic light-
ing effects, e.g., highlight caused by unseen light source in 1⃝ and
specular reflectance on the cabinet in 2⃝.

fects, e.g., specular reflectance on glossy and mirror mate-
rial, inter-reflection and cast shadows.

There are three main challenges in solving this task phys-
ically. 1) Complex material is difficult to model. Most
existing methods assume that all surfaces are Lamber-
tian [2, 21, 27, 30, 34–37, 40, 46, 56] and only produce dif-
fuse reflectance. Some methods handle specular reflectance
in an unphysical way, such as neural residual renderer [39],
additional specular shading [48] and phong parameters [17].
Although some approaches use a relatively physical BRDF
representation [7,29,31,52], complex material, e.g., glossy,
metal and mirror material, still cannot be handled well due
to limited BRDF. Moreover, since the re-renderer is built on
such a limited BRDF, physical constraints cannot be incor-
porated well. 2) Changeable local illumination is difficult
to represent. The illumination of indoor scene is spatially-
varying (SV) because of occlusion and non-uniform light
distribution [16], and is also spatially-coherent (SC) due to
coherent variability. Most approaches fail to ensure coher-
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ence [16, 29, 36, 41, 55, 56], which leads to flickering re-
sults for dynamic object insertion. Although the projection-
based method [27] and uniform volumetric lighting rep-
resentation [43, 46] are used to alleviate this issue, they
are not easily incorporated into a physics-based framework
due to non-differentiable or memory-hungry. 3) The lack
of high-quality datasets containing comprehensive labels.
Collecting ground truth (GT) labels from real-world images
is difficult at scale. Moreover, some properties are quite
difficult to measure. Meanwhile, recently used synthetic
datasets [28, 54] lack necessary properties, e.g., HDR light-
ing and essential material; the dataset proposed by Open-
Rooms [32] consists of SVBRDFs used in InvIndoor [29]
and hemisphere lighting.

Motivated by these concerns, we propose PhyIR, an end-
to-end neural inverse rendering framework with a more
completed SVBRDF representation and a physics-based in-
network rendering layer, as shown in Figure 1. We tackle
the aforementioned three challenges from the following per-
spectives. 1) We present a more physical inverse rendering
model without Lambertian assumption. It can process spec-
ular reflectance well for glossy, metal and even mirror ma-
terial; it provides physics-based constraints, which can sig-
nificantly assist the optimization of components. 2) A novel
SC loss is proposed to ensure the consistence of neighbor-
ing SV light probes, which provides an overall constraint
on per-pixel lighting of the whole scene to avoid mutation.
3) With great efforts, we generate a large-scale photorealis-
tic panorama dataset with high-quality depth, normal, per-
pixel illumination and comprehensive SVBRDFs, namely,
base color, roughness and metalness. Thanks to physics-
based rendering, there is a smaller divergence between our
artist-designed dataset and the real-world data (as detailed
in Sec. 3.1).

In summary, the main contributions of our method are as
follows:

1. A physics-based inverse rendering framework that can
handle complex material, including metal and mirror
material.

2. A spatially-coherent loss to guarantee spatial consis-
tence of neighboring per-pixel illumination.

3. A large-scale photorealistic indoor panorama dataset
with high-quality depth, normal, SVBRDFs and per-
pixel spatially-varying illumination.

2. Related Work
Inverse rendering. Barrow and Tenenbaum [4] first intro-
duced the concept of intrinsic image decomposition, which
decomposes image into reflectance and shading. More com-
plex models were subsequently proposed. Barron and Ma-

lik [3] proposed an optimization-based method to decom-
pose shape, Lambertian reflectance and single lighting.
They estimated SV illumination with RGBD as input in [2].
With great advances in deep learning, researchers began
to use neural networks to solve this problem. Janner et
al. [21] decomposed shading into illumination and normal
for object-specific images with self-supervised learning; Sf-
SNet [40] addresses inverse rendering for the human face
object. Next some approaches solve indoor scenes [6, 13,
26, 30], but they also only focus on diffuse reflectance.
NIR [39] proposes a neural renderer to generate residual
appearance, e.g., highlight, but such neural renderer is non-
interpretable and not physical; Wei et al. [48] decomposed
specular shading additionally; Georgoulis et al. [17] esti-
mated phong parameters from specular objects. These mod-
els are not physical enough. Li et al. [31] estimated more
physical material called microfacet BRDF from the specific
object. InvIndoor [29] is the most similar work to ours, they
extended their model proposed in [31] to indoor scenes.
However, their method is unable to handle metal mate-
rial due to limited BRDFs. Furthermore, the physics-based
in-network rendering layer in InvIndoor [29] cannot pro-
duce detailed specular reflectance. In our work, we lever-
age more comprehensive BRDFs and an improved physics-
based in-network rendering layer to produce detailed specu-
lar reflectance on complex material, such as glossy material,
metal material and even mirror material.
Lighting estimation. Most existing efforts on lighting es-
timation [14, 15, 19, 20, 27, 47, 50, 51] only predict a single
lighting (always in the center of image) and ignore SV light-
ing. It will produce unexpected identical results at differ-
ent locations of an image, especially for indoor scenes. Re-
cent works explore SV lighting [16,29,41,55] by estimating
dense and even per-pixel lighting. These methods are good
at predicting unobserved light source because they utilize
GT local lighting, which can capture all visible illumina-
tion at local position. However, they cannot ensure spatial
consistency of neighboring illumination due to separate pre-
diction. This inconsistent illumination will produce flicker-
ing results for dynamic virtual object insertion. Srinivasan
et al. [43] proposed a volumetric method to ensure the co-
herence of neighboring illumination by creating a uniform
volumetric grid, but it cannot guarantee physically correct
lighting due to missing of HDR. In addition, the projection-
based or warp-based method [14,27,41] helps the approach
ignoring SV lighting to generate SC lighting. However, it
needs scene depth as the input, which is not easy to capture
in real world.

Our work can ensure spatial consistency of local illumi-
nation. We address this problem by designing a spatially-
coherent loss for per-pixel illumination representation. It
can restrict the variability for neighboring local light probes.
Dataset. Dataset is the basis for learning-based methods.
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Figure 2. Overview of our physics-based inverse rendering architecture. The framework consists of four modules (a-d). Given an LDR
panorama I , geometry and material estimation module (a) first predicts coarse geometry (D,N ) and SVBRDF (B,R,M ). SC lighting
estimation module (b) predicts physically correct per-pixel illumination with physics-based in-network rendering module (c). Finally,
trainable guider filter module (d) refines the predicted BRDF.

Current datasets captured in the real-world include scene
datasets [1, 9, 11] and lighting datasets [8, 10, 15, 16, 19].
However, these scene datasets do not have essential mate-
rial and illumination; these lighting datasets lack necessary
geometry and material. Virtual datasets play a greater role
thanks to controlled rendering. A widely used virtual scene
dataset is SUNCG [42], and many methods [16, 30, 39, 53]
generate specific training data based on this dataset. Un-
fortunately, these datasets have unrealistic material (Lam-
bertian or Phong) and lighting configuration [29]. To add
insult to injury, these datasets are not available now due to
copyright issues. Later, some virtual scene datasets [28, 54]
are used for inverse rendering [27,43,46], which lack HDR
lighting and comprehensive material. Li et al. [32] gen-
erated a dataset for indoor scenes with HDR lighting and
microfacet material, the divergence between rendering data
and real-world data still exists due to cheap assets. We build
a large-scale photorealistic panorama dataset for indoor
scenes, which is generated in Unreal Engine 4 [12] based on
professional layout designs and tens of thousands of high-
quality models. Our dataset is fully panoramic, therefore
it can be used for both perspective image and omnidirec-
tional image tasks. Moreover, we also captured a panoramic
HDR illumination dataset from the real-world to evaluate
spatially-coherent lighting.

3. Methodology

Our physics-based inverse rendering method aims to re-
cover geometry, complex SVBRDFs and SC illumination
from a single indoor panorama. To address this challenging
problem, we design a seperate deep model with physics-
based constraints. The framework consists of four modules,
namely geometry and material estimation module, SC light-
ing estimation module, physics-based in-network rendering
module and trainable guided filter module.

As shown in Figure 2, the geometry and material esti-
mation network first predicts coarse geometry and BRDF
from an input image. Then, all of these predictions and in-
put image are fed into SC lighting estimation network to
predict per-pixel illumination. The third module provides
the most important physical constraints. Finally, the fast
trainable guider filter module refines the BRDF to make it
smoother.

3.1. The FutureHouse Synthetic Dataset

Capturing the essential BRDF and illumination of real-
world scenes is almost impossible. IIW [5] is captured from
real-world scenes, but only sparse labels of pairwise re-
flectance comparison are available. Otherwise, the captured
image is not omnidirectional.

Therefore, there is no alternative to render synthetic
datasets. The most influential synthetic dataset named
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Table 1. The comparison between previous datasets and our proposed FutureHouse. Our high-quality dataset contains comprehensive
annotations.

Layout
Type

CAD
Model

Geometry
Annotation

Material
Annotation

Lighting
Annotation

Light source
Annotation Panorama

InteriorNet [28] artist-designed artist-designed ✓ diffuse shading % ✓

Structure3D [54] artist-designed artist-designed ✓ diffuse shading % ✓

OpenRooms [32] auto-generated scanned ✓ microfacet per-pixel HDR envmap ✓ %
FutureHouse artist-designed artist-designed ✓ microfacet per-pixel HDR envmap ✓ ✓

SUNCG [42] contains 45,622 houses with 404,058 rooms
and 2644 unique objects. Although the render quality is not
ideal, many approaches [16, 30, 39, 53] generate their train-
ing data with improved rendering methods. However, these
methods with Lambertian assumption are not suitable for
complex material. InvIndoor [29] represents material with
a physically motivated microfacet BRDF model [24]. This
representation can handle common material in real-world.
Unfortunately, these SUNCG-based datasets are not avail-
able now due to copyright issues. Recently, Li et al. [32]
generated a large-scale dataset for indoor scene with model
scanning and material mapping. However, the divergence
between rendering data and real-world data still exists due
to cheap assets and limited computational budgets.

In this work, we present a new large-scale photorealis-
tic panoramic dataset named FutureHouse, which has the
following characteristics. 1) It contains over 70,000 high-
quality models with high-resolution meshes and physical
material. All models are measured in real world standards.
2) Selected scene layouts are carefully designed by over 100
excellent artists. All of selected layouts are used in real-
world display. 3) It contains 28,579 good panoramic views
from 1,752 house-scale scenes. Therefore, it can be used
for perspective image tasks as well as omnidirectional im-
age tasks. 4) More physical material representation. Most
materials are represent by microfacet BRDF modeling met-
alness, and the rest are represent by special shading mod-
els, e.g., cloth material and transmission material. 5) High
rendering quality. Benefiting from commercial rendering
engine, Unreal engine 4 [12], and powerful deep learn-
ing super sampling (DLSS) [33], our renderings have less
noise. The comparison of characteristics is shown in Table 1
and more comparisons and examples can be found in sup-
plementary material. Our SVBRDF representation includ-
ing base color and metalness is capable of producing non-
monochrome specular reflectance.

Our data will greatly aid research on multiple topics,
such as inverse rendering (as well as its sub-tasks, e.g.,
depth and normal estimation, material estimation, intrinsic
image decomposition and lighting estimation) and robotics.
The FutureHouse dataset will be released once the work is
published.

3.2. Network and Loss

As shown in Figure 2, our network consists of four
modules, namely geometry and material estimation mod-
ule, SC lighting estimation module, physics-based differen-
tiable rendering module and trainable guided filter module.
Details of each sub-module are shown in the following.
Geometry and material estimation. The geometry and
material estimation module aims to predict coarse results of
base color (B̃), roughness (R̃), metalness (M̃ ), normal (Ñ )
and depth (D̃) from a single LDR panorama (I). To address
this multi-task problem, we use a multi-branch encoder-
decoder architecture based on ResNet [18] and Unet [38].
The encoder is RetNet-18, and the decoder consists of five
convolutional layers with four skip connections. All five
branch decoders have same structure except for the output
layer. We use Circular Padding (CirP) [45] to extract 3D
space features from panoramas. The GMNet can be mod-
eled as Eq. 1:

Ñ , D̃, B̃, R̃, M̃ = GMNet(I). (1)

We use L2 loss for base color and roughness. For metal-
ness estimation, standard L2 loss makes the training unsta-
ble due to the imbalanced value. Therefore, we propose a
re-weighting L2 loss to prevent falling into a local minima
predicting zeros. We define the loss as:

LM = ∥M − M̃∥22 × (2− 1

n

∑
M̃(m)), (2)

where M is the GT metalness, M̃ is predicted metalness and
m is the index of pixels classified as metal. For depth, we
use the popular BerHu loss [25] as objective. For normal,
we define the cosine loss as Eq. 3:

LN = ∥1−NT Ñ∥1. (3)

Because base color, roughness, normal, metalness are
piece-wise smooth, we also add gradient loss for them. The
gradient loss is :

Lg = ∥∇X −∇X̃∥1, (4)

where ∇X is the gradient of GT base color, roughness, nor-
mal and metalness. The final training loss function of GM-
Net is:

LGM = βALA + βRLR + βMLM

+βDLD + βRLR + βgLg.
(5)
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SC lighting estimation. SV lighting is essential for gener-
ating different virtual object insertion results at different lo-
cations of a scene. The approximate representation used in
previous approches [16, 29, 36, 55] cannot model the whole
panoramic environment accurately both in low frequency
and high frequency. On the one hand, benefited from the
360◦ input, we can use the source HDR environment map as
our lighting representation to avoid ambiguous predictions
caused by limited field of view (LFOV) input. On the other
hand, the accurate light probe representation is suitable for
our proposed SC loss.

Our SC lighting network takes the LDR panorama I ∈
R3×H×W , predicted geometry and material as input (Ñ , B̃
∈ R3×H×W , D̃, R̃, M̃ ∈ R1×H×W ). The architecture is
similar to InvIndoor [29], a UNet-based network. It predicts
per-pixel light probes L ∈ R3×(H×h)×(W×w). The LNet
can be modeled as Eq. 6:

L̃ = LNet(I, Ñ , D̃, B̃, R̃, M̃). (6)

We use log-scale loss for HDR light probe due to its high
dynamic range.

LL = 0.5× (1− SSIM(Llog ⊙Mmask, L̃log ⊙Mmask)), (7)

where Mmask is the mask of object regions except light
source and transmission object, Llog is the log-scale light-
ing and ⊙ is an element-wise product.

Previous methods [16, 29, 55] with the per-pixel illumi-
nation fail to consider the coherence of neighboring illumi-
nation, thus these approaches produce spatial flickering re-
sults in virtual object insertion. Unlike InvIndoor [29] using
a hemispherical light representation, we use a full-spherical
light representation. This representation allows us to add SC
constraints on neighboring light probes. We propose a novel
SC loss to impose constraints related to the 3D position on
predicted light probes:

LSC =
1

N

∑
(|Warp(L̃)− L̃| ⊙ eα∥∇D̃∥1), (8)

where Warp is a projection operator; ∇D̃ is the gradient
of predicted depth. The exp function re-weights the loss of
neighboring light probes according to the gradient of depth.
We use α = -5.0 in our model. The Warp operator is simi-
lar with the method proposed by Gardner et al. [15], which
calculates the panorama of any 3D position from source
panorama by projecting and sampling. Our operator is par-
allel and differentiable, thus it can be easily integrated for
training LNet.
Physics-based in-network rendering module. It is known
that the re-rendering module is essential to rectify all pre-
dictions in inverse rendering. However, previous meth-
ods [27, 29, 39, 46, 55] are not able to rectify components
in a physically meaningful way causing unreasonable pre-
dictions. Therefore, we propose a more physical differen-
tiable in-network rendering module with microfacet BRDF

modeling metal material, which can physically re-render re-
alistic reflectance even on complex material. We define our
physical rendering function as:

Ĩ = fd

∫
H+

Li(ωi)(ωi · n)dωi

+

∫
H+

fsLi(ωi)(ωi · n)dωi,

(9)

where H+ denotes hemisphere; Li denotes illumination; ωi

denotes light direction; n denotes normal; fd denotes dif-
fuse BRDF and fs denotes specular BRDF. Detailed for-
mulation is provided in supplementary material. To com-
pute detailed specular reflectance, even perfect reflectance
on mirror material, and radiance integral with image-based
lighting, we calculate Monte Carlo numerical integration
with importance sampling [24] according to:∫

H+

frLi(ωi)(ωi · n)dωi ≈
1

N

N∑
k=1

frLi(lk)(lk · n)
p(lk, v)

, (10)

where fr = fd + fs, p is probability density function and
v denotes view direction. We use N = 512 for the diffuse
component and N = 256 for the specular component.

We apply the importance sampling method to decrease
variance, which allows us only cover the important direction
according to known BRDF of surface.

The proposed physics-based in-network rendering mod-
ule will be incorporated into the training of LNet. The phys-
ical constraints are added by re-rendering loss:

Lrender = ∥I − Ĩ∥22. (11)

Therefore, the final loss of LNet is:

LLNet = βLLL + βSCLSC + βrenderLrender. (12)

Fast trainable guided filter. Due to piece-wise smooth of
base color, roughness and normal, several learning-based
methods has been proposed [27, 29, 55] to refine them.
Inspired by [49], we train a CNN with the guided filter
named GSNet on half-resolution components and upsample
learned parameters to filter source-resolution components.
Thus, our trainable guided solver can be trained efficiently.

4. Experiments
In this section, we verify the validity of the proposed

refine module, SC loss and physics-based rendering mod-
ule from different sub-tasks including material estima-
tion, lighting estimation and geometry estimation. Experi-
ments are deployed on several benchmarking datasets with
both synthetic and real ones, together with comparisons to
the state-of-the-arts. Specifically, we compare with InvIn-
door [29] in all three sub-tasks due to the similar SVBRDF
representation and per-pixel illumination representation; we
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Table 2. Quantitative comparison of base color, normal, roughness,
metalness and re-rendered image on FutureHouse. MSE metric
for BRDFs and re-rendered image, Mean Angular Error for nor-
mal. † Because the refine process of LRG360 [27] is very time-
consuming, the result of LRG360 [27] is calculated by theirfound
coarse albedo.

Base color Normal Roughness Metalness Re-render
InvIndoor [29] 0.1093 63.73◦ 0.0868 N.A. 0.0108
LRG360 [27] 0.0968† 11.40◦ N.A. N.A. -
Ours 0.0090 10.26◦ 0.0187 0.0113 0.0061

Table 3. Quantitative comparison of material and geometry be-
tween LRG360 [27] and our method on test data provided by
LRG360 [27]. MSE metric (×10−2) for albedo and Mean Angular
Error for normal.

LRG360 [27] Ours
Coarse Refine Coarse Refine

Albedo 5.574 2.600 2.260 2.165
Normal 16.5◦ N.A. 15.1◦ 15.2◦

Table 4. Ablation study of material estimation and normal estima-
tion. MSE metric (×10−2) for BRDFs.

Base color Normal Roughness Metalness
Baseline 0.955 10.20◦ 2.037 1.147
+CirP 0.940 10.12◦ 1.934 1.119
+CirP+Joint 0.926 10.17◦ 1.928 1.133
+CirP+GSNet 0.902 10.26◦ 1.872 N.A.

also compare with a panoramic intrinsic image decomposi-
tion method, LRG360 [27], in material estimation and ge-
ometry estimation; some panoramic methods [22,44,57] are
considered for comparison in depth estimation1.

4.1. Material estimation

We compare two methods [27, 29] on our unseen test set
of FutureHouse and test data provided by LRG360 [27].
Because InvIndoor [29] takes a single perspective image as
input, we only compute four horizontal maps of panorama
for a fair comparison, following LRG360 [27].

As shown in Table 2, InvIndoor [29] has a larger mean
angular error for normal due to the lack of global fea-
tures of the entire panorama in their LFOV input. By the
virtue of panorama input and depth input, LRG360 [27]
predicts a relatively accurate normal map. However, the
base color cannot be estimated accurately due to the lim-
ited BRDF representation, only Lambertian BRDF. With the
more physical and completed representation of material, our
method significantly outperforms LRG360 [27]. As shown
in Figure 3, our method predicts high-quality and compre-
hensive components.

1we tried to compare with several inverse rendering approaches [43, 46,
55], but failed to receive available results after e-mail query.
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Figure 3. Qualitative comparison of material estimation on Future-
House.

The quantitative results on test data proposed by
LRG360 [27] are shown in Table 3. Our method out-
performs LRG360 [27] both in albedo estimation and
normal estimation tasks. As shown in Figure 4, our
method produces more detailed predictions even on out-
of-distribution (OOD) data. The test-time optimization pro-
posed in LRG360 [27] generates more smooth predictions,
but we found that it brings some lighting effects back, e.g.,
highlight on the stool and shadow on the floor in Figure 4.
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Figure 4. Qualitative comparison on real data provided by
LRG360 [27]. Although LRG360 with depth as input, our method
predicts more detailed geometry.

Furthermore, we evaluate the re-rendering error with In-
vIndoor [29] on FutureHouse in Table 2. Our method dra-
matically outperforms InvIndoor [29]. As shown in Fig-
ure 5, our method can re-render complex lighting effects
while InvIndoor [29] losses these details due to the limited
SVBRDF representation and unsuitable sampling. We ver-
ify the validity of CirP, joint training of the whole pipeline
and refine module, i.e., GSNet, in Table 4. The joint training
improves the overall performance of all components with
physical constraints. The performance of depth with joint
training can be found in the supplement.

4.2. Lighting estimation

Due to the lack of panoramic data with spatially-
coherent local lighting, we captured a real panoramic
dataset with high-resolution (8K) spatially-coherent illumi-
nation. In the following, we use this dataset to compare with
InvIndoor [29] quantitatively and qualitatively.
Spatially-Coherent illumination dataset: All panoramas
are captured by a Insta360 pro 2 camera with six fisheye
lens. For HDR information, the scene is captured by merg-
ing seven exposures (shutter speed from 1

8000 seconds to 1
2

seconds) with f 2.0 aperture. We first capture a center HDR
panorama as input. For each input, we select several local
positions at this center panorama to put camera. Especially,
there is a position for putting a slideway to capture SC il-
lumination (more details in the supplementary). For each
scene, we fix the camera direction by the compass to ensure
that all local light probes are aligned with center input. In
total, a real panoramic dataset including 7 indoor scenes and
72 local high-resolution HDR light probes is captured.

The metric of lighting estimation is the relighting error of
the virtual sphere rendered by predicted or GT light probes.
The results are reported in Table 5. Each method renders
three spheres with different material, including pure diffuse,
matte sliver and mirror sliver. The relighting error of dif-
fuse sphere measures the dynamic range of predicted illu-
mination and the relighting error of mirror sliver measures

Table 5. Quantitative comparison (relighting errors) between In-
vIndoor [29] and our approach on the spatially-coherent illumina-
tion dataset.

Diffuse Matte Sliver Mirror Sliver
MAE RMSE MAE RMSE MAE RMSE

InvIndoor [29] 0.0975 0.1153 0.1440 0.1807 0.2407 0.2869
Ours 0.0645 0.0789 0.0858 0.1190 0.1117 0.1449

Table 6. Evaluation of SC loss, re-render loss and joint training on
FutureHouse.

SSIM↑ Re-render
Error (MSE)↓

LL 0.6150 0.0583
LL + LSC 0.6169 0.0714
LL + LSC + Lrender 0.6124 0.0060
LL + LSC + Lrender + joint 0.6169 0.0061

the detail of illumination. Detailed parameters of sphere
are shown in the supplementary. The qualitative results are
shown in Figure 6. Our method can estimate more consis-
tent lighting compared to InvIndoor [29]. We ablate the SC
loss, the re-render loss and the joint training in Table 6. The
result suggests that our SC loss provides meaningful con-
straints of 3D coherence the proposed re-rendering loss en-
sures that our predicted illumination is correct physically
and the joint training achieves the best overall performance.

4.3. Depth and normal estimation

We conduct this experiment on a widely used panoramic
dataset, 3D60 [23, 57]. It consists of two realistic datasets
and a synthetic dataset, i.e., Matterport3D [9], 2D3D-S [1],
and SUNCG [42]. We compare with the recent state-of-
arts of panoramic depth estimation [22,44,57] on the 3D60
dataset. The results are shown in Table 7. Although our
model is inferior to UniFuse [22], our parameters are less
than half of it. The competitive performance shows that our
proposed method is able to effectively estimate accurate ge-
ometry, which is helpful in realistic mixed reality applica-
tions.

More importantly, we compare with previous panoramic
inverse rendering method, LRG360 [27], for normal estima-
tion on FutureHouse, test data provided by LRG360 [27]
and 3D60. As shown in Table 2 and Table 3, our
method achieves state-of-the-art performance without depth
as input, whereas LRG360 [27] requires RGBD as in-
put. In Table 8, our method also significantly outper-
forms LRG360 [27] (w/ pred depth). The performance of
LRG360 [27] greatly depends on the quality of depth.
However, the high-quality depth is not always available.
The Mean Angular Error of our prediction on 3D60 is
similar to that on FutureHouse and test data provided by
LRG360 [27], which indicates the good generalization ca-
pability of our model.
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Input Re-render Specular Re-render Specular

InvIndoor [29] Ours

Figure 5. Qualitative comparison of re-rendered images. With a more physical SVBRDF model and the physics-based differentiable ren-
derer, our approach reproduces realistic lighting effects, especially non-monochrome specular reflectance on complex material, e.g., glossy
wall and metal kettle.

Table 7. Quantitative comparison of depth on 3D60 Dataset [23, 57]. The performance evaluated on standard metrics are shown in below.
The results of OminiDepth [57], BiFuse [44] and UniFuse [22] are taken from UniFuse [22].

MAE Abs Rel RMSE RMSElog δ1 ↑ δ2 ↑ δ3 ↑
OmniDepth [57] - 0.0702 0.2911 0.0725 0.9574 0.9933 0.9979
BiFuse [44] 0.1143 0.0615 0.2440 0.0428 0.9699 0.9927 0.9969
UniFuse [22] 0.0996 0.0466 0.1968 0.0315 0.9835 0.9965 0.9987
Ours (w/ finetune) 0.1236 0.0575 0.2367 0.0382 0.9656 0.9938 0.9982

Input InvIndoor [29] Ours GT

2⃝
1⃝

Figure 6. Qualitative comparison of virtual object insertion on cap-
tured SC illumination dataset. Our method produces more consis-
tent results while InvIndoor [29] generates flicking results.

Table 8. Quantitative comparison of normal between LRG360 [27]
and our method on 3D60 Dataset [23, 57].

Mean Angular Error
LRG360 [27](w/ pred depth) 28.017◦

LRG360 [27](w/ GT depth) 6.957◦

Ours (w/o finetune) 12.353◦

5. Conclusion

In this paper, we proposed a physics-based inverse ren-
dering framework that recovers geometry, material and
SV lighting from a single panorama. Our more completed
SVBRDF representation can handle complex material such
as glossy, metal and even mirror material, which have
been overlooked in previous approaches. With detailed non-
monochrome specular reflectance on complex material ren-
dered by our physics-based in-network rendering module,
more physical constraints are incorporated. Experimental
results verified that our model outperforms prior works for

material, lighting and geometry estimation. In the future
work, we consider extending this physics-based architecture
to additional illumination representations.
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