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Abstract

Numerous advancements in deep learning can be at-
tributed to the access to large-scale and well-annotated
datasets. However, such a dataset is prohibitively expensive
in 3D computer vision due to the substantial collection cost.
To alleviate this issue, we propose a cost-effective method
for automatically generating a large amount of 3D objects
with annotations. In particular, we synthesize objects sim-
ply by assembling multiple random primitives. These ob-
jects are thus auto-annotated with part labels originating
from primitives. This allows us to perform multi-task learn-
ing by combining the supervised segmentation with unsu-
pervised reconstruction. Considering the large overhead
of learning on the generated dataset, we further propose
a dataset distillation strategy to remove redundant samples
regarding a target dataset. We conduct extensive experi-
ments for the downstream tasks of 3D object classification.
The results indicate that our dataset, together with multi-
task pretraining on its annotations, achieves the best perfor-
mance compared to other commonly used datasets. Further
study suggests that our strategy can improve the model per-
formance by pretraining and fine-tuning scheme, especially
for the dataset with a small scale. In addition, pretraining
with the proposed dataset distillation method can save 86%
of the pretraining time with negligible performance degra-
dation. We expect that our attempt provides a new data-
centric perspective for training 3D deep models.

1. Introduction
Deep learning has been shown to surpass prior state-of-

the-art machine learning techniques in applications of 2D
computer vision in the past several years [17–19]. Such suc-
cess is often attributed to the ease of acquiring large-scale,
richly-annotated and diverse 2D image datasets, e.g., Ima-
geNet [16] and COCO [35]. In the field of 3D, a broad va-
riety of applications, such as self-driving vehicles [9], aug-
mented reality [22], and urban construction [7], can ben-
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Figure 1. Compared to the CAD model and real-world data, the
Primitive3D dataset has richer annotations, lower collection cost,
and higher sample diversity. These advantages help facilitate the
learning of general knowledge for understanding 3D objects.

efit from advancing 3D object understanding, which has
long awaited high-quality datasets. Indeed, unlike the 2D
counterparts, existing 3D object datasets are often limited
in scale or lack of variety in annotation and instance diver-
sity, thus hindering the advances of many applications.

The main reason for the limitation of 3D object datasets
is the substantial cost related to data collection and anno-
tation. In the current practice of real-world 3D object data
acquisition, LiDAR or RGB-D scans often necessitate con-
siderable labour and device costs [10, 14, 28], while image-
derived data requires much computation efforts [33,51]. On
the other hand, although synthesis datasets often consist of
3D CAD models with rich online data sources [6, 31, 63],
they still involve manual design works and also have limited
generalization for real-world objects recognition [55]. Ul-
timately, tremendous human efforts have to be made in the
annotation and maintenance of large-scale labeled datasets
(e.g., voxel or point based label), especially considering the
bulky size and the extra dimension of 3D data compared to
2D. To alleviate these problems, attempts have been made
to automatically generate 3D objects via generative models
built from existing datasets [2, 29, 40, 60]. Although these
approaches are capable of generating high-quality 3D data
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with fewer human interactions, they are task-oriented, com-
putationally intensive, and may potentially incorporate bias
from the training dataset. Therefore, it is critical to find a
cheap 3D object data source as an alternative, which can
derive large-scale, diverse and richly-annotated datasets, to
push forward the development of 3D deep learning.

In our work, to obtain annotated 3D data at low cost,
we introduce a learning-free method for the synthesis of
pseudo 3D objects. Motivated by Constructive Solid Ge-
ometry (CSG) scheme [48], we build a vast number of ran-
dom objects from basic 3D shapes, i.e., primitives. In a
typical CSG scheme, 3D solids are often constructed with a
tree representation, where the leaves are primitives and in-
ternal nodes are boolean set operations. We randomize this
tree-based construction by setting the parameters including
tree structure, primitive parameters, boolean operations and
rigid transformations as random variables. By uniformly
sampling such variables, we derive a random tree, and a ran-
dom object can be obtained by executing this tree from bot-
tom to top. By tracking the original primitives after the con-
struction, the object is automatically annotated with part-
based labels. Furthermore, our analysis shows that such a
method can generate objects with sufficient diversity, which
allows the deep models to learn generalized representations
from the resulting large-scale 3D dataset.

To exploit the abundance and annotations of the gener-
ated objects, we provide a multi-task learning method for
the point cloud of such objects. To grasp the object ge-
ometry on a local and global level, the method combines
two learning tasks: supervised segmentation of point clouds
and unsupervised reconstruction of the original points. Re-
garding the tremendous size of the generated dataset, we
then present a method, dataset distillation, that is integrated
into the learning process to relieve the computational bur-
den. This method is accomplished by eliminating certain
samples from the generated dataset to shrink its maximum
mean discrepancy (MMD) to a target dataset.

In experiments, we evaluate the validity of our method
by multiple object classification benchmarks. The results
of the cross-dataset classification show that the features
learned from our dataset can surpass those learned from
other widely used 3D object datasets. Furthermore, pre-
training by our method combined with fine-tuning can con-
sistently improve the performance of downstream tasks
with varying data size. Additionally, pretraining with
dataset distillation can obtain comparable or even better per-
formance than that with full dataset, reducing 86% of the
pretraining time. In summary, our contributions are:

1. We present a cost-efficient method to generate a large
amount of valid and diverse random 3D objects with
part annotations automatically. The generated dataset
as well as generation scripts will be released publicly.

2. We provide a multi-task learning method to train fea-

ture encoders on our generated dataset with dense an-
notations. We also propose an approach, dataset distil-
lation, that can be optionally employed in the learning
process to lower the computation cost.

3. Experiments show that our dataset serves as the best
pretraining data for multiple downstream classification
tasks in comparison to other commonly used datasets.
Our pretraining method can also consistently help the
downstream tasks in achieving higher performance.

2. Related Work
2.1. Dataset for 3D Object Understanding

In general, 3D object datasets can be divided into two
categories: (1) synthesis dataset: the datasets of synthetic
objects are often derived from CAD models, which can be
manually designed or collected from websites. The most
commonly used and general datasets are ModelNet [63] and
ShapeNet [6], as well as others for the particular usage,
e.g., [30, 31] for mechanical design. Despite the relatively
large scale of these synthesis datasets, research indicates
that models built from them may not necessarily generalize
to recognize real objects [55]. (2) real-world dataset: there
are a few object datasets from real-world scans [14, 55],
but most are miniature in scale due to the high cost of the
scanning and reconstruction process. Besides the synthesis
and real-world datasets, many works generate 3D shapes by
deep models, like Deep Belief Networks [63], GAN [2,60],
VAE [40, 64] and Flow [66]. However, the generative mod-
els often suffer from considerable learning costs and the
limitation of sample diversity. In addition, most of these
datasets are not point-wisely labeled, except for [39, 69].
Overall, point-wise annotations are difficult and costly to
acquire, and the demand for high-quality 3D object datasets
with extensive annotations and diversified data is still great.

2.2. Deep Learning for 3D Object Understanding

Deep Models. Countless attempts have been made to
apply deep learning models on a variety of 3D modalities,
including voxels [38], mesh [25], multi-view [52], and point
cloud [43, 44]. Among these works, the point cloud-based
method has received the most attention for its simplicity.
Recently an increasing number of such models [5,34,36,59,
62] have shown their powers for 3D object understanding.

Model Pretraining. Recent researches on deep model
pretraining for understanding 3D objects mainly focus
on unsupervised learning methods. Typical unsupervised
tasks include self-reconstruction [2, 20, 24, 26, 67] and
self-supervised learning pretext tasks [21, 46, 49, 57, 65].
Most of these works rely on delicately designed pretrain-
ing schemes rather than unlocking the potential of the pre-
training dataset. In contrast, we pay more attention to the
automatic generation and annotation of pretraining datasets.
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Domain Adaption. Considering the domain gaps be-
tween different 3D object datasets, our work is also related
to the field of domain adaption (DA) [4, 11, 12, 37]. In-
deed, there are efforts to implement domain adaption in 3D
objects understanding, such as PointDAN [45] and SSL-
DA [1]. However, their approaches are proposed for model-
centric DA, while we design our DA method from the per-
spective of the dataset, as specified in Section 4.2.

2.3. Primitives in 3D Deep Learning

Some latest researches have investigated decomposing
or fitting 3D objects into primitive representations by deep
learning approach [15, 32, 41, 50, 54, 68]. Other methods
related to primitives focus on deep shape generation mod-
els, where the primitives act as intermediate representations
or building blocks [29, 61, 70]. These works demonstrate
the representation ability of assembled primitives, which in-
spires our usage of primitives to generate 3D object data.

3. Dataset Construction
3.1. Data Generation with Random Primitives

We start with the building blocks of the CSG scheme,
namely, the primitives. In CSG-based modeling, the primi-
tive is defined by a type and a set of parameters. The prim-
itive type Ψi is a basic shape, such as a box, sphere, cylin-
der, cone, and etc [48]. Each type Ψi contains a collection
of objects ψθ with the same shape in the canonical form,
say centered at an original point and bounded by a unit ball.
Specifically, a canonical instance ψθ is parameterized by
θ ∈ ΘΨi , for example, the height, width, and depth of a
box. Moreover, a particular primitive instance ψ′

θ can be
obtained from ψθ by

ψ′
θ = λ(Φψθ) + δ, (1)

where Φ ∈ SO(3) is a rotation transformation, δ ∈ R3 is a
translation vector and λ ∈ R+ is a scaling factor.

Based on the primitive instances, we design a random-
ized method to create complicated pseudo objects via the
CSG scheme. CSG construction is often represented as
a binary tree in which the leaf nodes are primitive in-
stances, while the internal nodes are boolean set opera-
tions applied to the immediate children [48]. To obtain
random objects, our method is to randomize such a con-
struction process as Randomized Constructive Tree (RCT).
The RCT treats each parameter, including the tree struc-
ture, as a random variable, such as a uniform distribution,
see Algorithm 1. Particularly, we first specify the domain
of each RCT parameter, including a finite set of primitive
type P = {Ψ1, · · · ,Ψp}, a collection of parameter sets
{ΘΨ1 , · · · ,ΘΨp ,Λ} where each element is compact, and
a set of boolean operations O. Such setups allow us to sam-
ple each parameter uniformly. To sample the tree structure
with l leaves uniformly, we obtain the binary tree τ2l−1 by

Rémy’s algorithm [3]. In addition, a sampled translation δ
is applied to the left child of the internal node, ensuring that
the boolean operation can hardly return an empty object.

Compared to learning-based data generation approaches,
we simply sample each parameter uniformly within the fea-
sible set, avoiding learning costs and bias from the learned
dataset. In this randomized manner, we could generate an
unlimited number of distinct pseudo 3D objects at low cost.
We refer to the set of these objects as Primitive3D. More-
over, because it is easy to track each part of the object to the
original primitive, part-based annotations can be created au-
tomatically based on the primitive types and instances.

Algorithm 1: Data Generation
Input: leaf number l, type set P, parameters set {Θ}, scale range Λ

boolean operation set O
Output: Object ψ̃l

1: τ2l−1 ← RandomBinaryTree(2n− 1)
2: for Ei in leaves of τ2n−1 do
3: sample primitive: Ψi ∼ Uniform(P), θi ∼ Uniform(ΘΨi )
4: sample transform: Φi ∼ Uniform(SO(3)), λi ∼ Uniform(Λ)
5: ψθi ← generate (Ψi, θi)
6: Ei ← λi(Φiψθi )
7: end for
8: for Ij in internal nodes of τ2n−1 by bottom-up do
9: sample operation: ◦ ∼ Uniform(O)

10: sample point from child: plj ∼ Uniform(ψl
j), p

r
j ∼ Uniform(ψr

j )

11: δj ← pj
r − pj l

12: Ij ← execute (ψr
j ) ◦ (ψl

j + δj)
13: end for
14: ψ̃l ← root node of τ2l−1

3.2. Analysis of Randomized Constructive Tree

In this subsection, we illustrate the capability of RCT
by its closure property and approximability to arbitrary 3D
objects. 3D objects in solid modeling are often defined as
bounded, closed, regular, and semi-analytic subsets of R3,
and their sets are referred to as r-sets [47]. Furthermore, the
regularized boolean operations are also adapted from the
conventional ones for processing r-sets [47]. We note the
following property of RCT with above definitions.
LEMMA 1 (Closure Property of RCT) If the leaf nodes
of an RCT are r-sets and the internal nodes are regular-
ized boolean operations, the sample of such RCT always
corresponds to an r-set.

The Lemma 1 ensures that every RCT sample can pro-
duce a valid 3D object when using r-set primitives, which
is because the class of r-set is closed under regularized op-
erations [27]. Additionally, RCT samples associated with
properly defined primitive types can approximate any com-
plex object. Such property suggests the sufficient diversity
of RCT samples when conducting random sampling. We
note that Appendix A.2 has a detailed description of this
approximability as well as more definitions related to the
r-sets theory. The above properties of RCT enable us to
generate massive Primitive3D objects in a random fashion
while meeting both the volume and diversity demands.
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Figure 2. Data generation of Primitive3D and its learning.

4. Learning from Primitive3D
To take advantage of Primitive3D’s annotation and enor-

mous volume, we provide a multi-task learning method on
the point clouds of Primitive3D objects, as shown in Fig-
ure 2. Also, a dataset distillation method is designed for
incorporation into the learning.

4.1. Multi-task Learning

A point cloud dataset Dp can be constructed by collect-
ing N sampled points x ∈ X = RN×3 from the surface
of each Primitive3D object. Each point in the point cloud
is associated with a semantic label yt and an instance label
yc, which describe the primitive type and instance informa-
tion, respectively. On the basis of such labels, we propose
a multi-task learning that combines multiple levels of infor-
mation to train a shared encoder f . The learning procedure
is depicted in Figure 2, while the associated tasks are sum-
marized in Table 1. Then we detail each learning task.

Training task Data description Groundtruth
Semantic segmentation Primitive type label yt

Instance segmentation Primitive instance label yc

Reconstruction Point cloud x

Table 1. Learning tasks on Primitive3D.

We define two supervised segmentation tasks based on
the point-wise labels yt and yc. Specifically, a point-based
decoder gp is first employed on the point-wise feature out-
put by the encoder. The segmentation tasks are conducted
on the embeddings of gp, with the loss being the summation
of the losses of two branching tasks as:

Lseg = Ltype + α · Linst, (2)

where α is a tunable weight, Ltype is the cross-entropy
loss for semantic segmentation of predicting yt, and Linst
is the discriminative loss for instance segmentation used
by [42, 58]. Instead of predicting the instance masks, Linst

aims to learn point-based embeddings for the class-agnostic
clustering, where the ground truth of each cluster is a prim-
itive instance.

Self-reconstruction is implemented as the unsupervised
task based on autoencoder structure, with the goal of recon-
structing the original points. Particularly, a folding-based
decoder [67] gr is adapted to deform the canonical 2D grid
into new 3D point coordinates x′ conditioned on the global
feature output from the encoder f . The task loss is defined
as the augmented Chamfer distance between the input x and
the reconstructed x′ in Equation (3), which is more robust
under some ill cases [8] than the original version.

Lrecon = max

∑
xi∈x

min
x′
j∈x′

∥xi − x′
j∥2,

∑
x′
j∈x′

min
xi∈x

∥xi − x′
j∥2

 .

(3)
Overall, the total loss is the weighted sum of all task losses

L = Lseg + β · Lrecon. (4)

We note that the segmentation task enables supervised train-
ing of the model’s ability to comprehend parts of Primi-
tive3D object, while the unsupervised learning guarantees
that the model retains global geometric knowledge. Their
combination allows the learning of generalized feature rep-
resentations from the Primitive3D dataset that can be used
for both local and global understanding of 3D objects.

4.2. Dataset Distillation

Although learning on a large-scale dataset conceivably
produces more general feature representations, the compu-
tational cost of such a learning process is also considerable.
To improve the learning efficiency, we propose a method
for reducing the Primitive3D data in order to learn only the
features associated with a target dataset. This process of re-
ducing the learning data according to the target dataset is
referred to as dataset distillation.

15950



A Bound from Domain Adaption. To motivate our
method of dataset distillation, we first introduce a learn-
ing bound from the domain adaption theory. Let Dp and
Dt denote the generated dataset for the feature learning task
and the target dataset, in which the data are sampled i.i.d
from domain P and T , respectively. When the data do-
mains P and T are distinct but relevant, according to the
theory in [4, 37], by defining a hypothesis h ∈ H, the ex-
pected risk of h on target domain ϵT (h) can be bounded by
the expected risk ϵP(h) on the P and the distance between
P and T , i.e.,

ϵT (h) ⩽ ϵP(h) + 2dk(P, T ) + C0, (5)

where C0 is a constant associated with H, and dk is
the maximum mean discrepancy (MMD) between two do-
mains. As is well-known in [56], decreasing the scale of the
dataset Dp will increase the empirical upper bound of ex-
pected risk ϵP(h) generally, thus raise the bound of ϵT (h).
To compensate such growth, the second term dk in Equa-
tion (5) should be suppressed when removing samples from
Dp, which motivates our strategy of dataset distillation. In
the following, we define a new metric, data adaptivity, to
remove samples from Dp in order to reduce the distance dk.
Then we propose our dataset distillation based on it.

Distillation by Data Adaptivity. Our definition of data
adaptivity is simply the difference between the dataset dis-
tances before and after removing a subset of samples

DEFINITION 1 (Data Adaptivity) Let D and D′ denote
two datasets, and d(·, ·) is a metric that measures the dis-
tance between two datasets. The d-based data adaptivity of
a subset X ⊆ D with respect to D′ is defined as

∆d(X;D,D′) ≜ d
(
D\X,D′)− d(D,D′). (6)

This definition quantifies the impact of subtracting X from
D on the value of d(D,D′). Therefore, we define the dataset
distillation problem that is to find a subset X that

max
X⊆D

∆d(X;D,D′) s.t. |X| = n′, (7)

where n′ is the desired size of the distilled dataset. In gen-
eral, solving this problem is very difficult because of the
large searching space. In practice, we consider an approx-
imated approach such that the importance of each sample
x ∈ D is measured by ∆d(x;D,D′)* and we remove the
samples with less relative importance.

Now we introduce an efficient method to sort data adap-
tivity in practice when d is specified as MMD. Suppose
xp ∈ Dp and xt ∈ Dt, according to [23], an empirical
estimation of d2k(P, T ) is given by

d̂2k(Dp,Dt) ≜ 1
m2

∑
i,j
k
(
xp
i ,x

p
j

)
− 2

mn

∑
i,j
k
(
xp
i ,x

t
j

)
+ 1

n2

∑
i,j
k
(
xt
i,x

t
j

) (8)

*With an abuse of notation, ∆d(x;D,D′) is indeed ∆d({x};D,D′)

where k is the combination of multiple Gaussian Radial Ba-
sis Function (RBF) kernels, while m and n are the size of
Dp and Dt. By substituting it to Equation (6), the MMD-
based data adaptivity ∆d̂k

(xp;Dp,Dt) is properly defined
and can be explicitly computed for given Dp and Dt. How-
ever, naively computing and sorting ∆d̂k

(xp;Dp,Dt) for all
xp is costly, thus we propose in Lemma 2 a proxy that can
be calculated efficiently and achieve the same sorting result
for ∆d̂k

under a mild condition.

LEMMA 2 Let D = {xi}mi=1 and D′ = {x′
j}nj=1 denote

two distinct datasets, and ∆d̂k
(x;D,D′) denotes the MMD-

based data adaptivity of one data x ∈ D. With the as-
sumption that

∣∣∣∆d̂k
(x;D,D′)

∣∣∣ ≪ d̂k(D,D′), sorting the

data adaptivity ∆d̂k
(x;D,D′) can be achieved by sorting

the following proxy quantity

1

n

∑
xj∈D′

k
(
x,x′

j

)
− 1

m− 1

∑
xi∈D

k (x,xi) . (9)

The idea of this lemma is intuitive: data adaptivity of xp

depends on how close it is to Dt and how far it is from Dp

indicated by k. By calculating such proxy, the computation
complexity for sorting data adaptivity is reduced dramati-
cally from O(2m(m+ n)2) to O(m(m+ n)).

Algorithm 2: Data Distillation
Input: model f , learning task T, learning task loss LT, ratio r

threshold sizet, epoch L, generated dataset Dp, target dataset Dt

Output: trained model fL
1: size← |Dp|, Initialize f0
2: for i = 1, · · · , L do
3: fi ← train fi−1 on Dp by task T with loss LT
4: if size > sizet then
5: size← max(⌊r · size⌋, sizet)
6: Sort Dp by ∆d̂k

(xp;Dp,Dt) in descending order
7: Dp ← Dp[1, · · · , size]
8: end if
9: end for

10: return fL

Putting everything together, we propose a workflow of
progressively pruning the data of lower data adaptivity from
Dp as illustrated in Algorithm 2, where T is our learning
task on Primitive3D, sizet is a threshold deciding the size of
the distilled dataset and r is the retention ratio in each distil-
lation step. The parameter setup for r and sizet is specified
in Section 5.3. Similar to previous work [53], we calculate
the kernel function using the global features learned from
self-reconstruction rather than the original x. With the pro-
posed method, the learning data from Primitive3D can be
substantially less than the original, markedly cutting off the
computational overhead without losing the efficacy of fea-
tures for the target dataset as experiments show.
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Pretraining dataset ModelNet40 ScanObjectNN ScanNet10
Uns Sup Uns & Sup Uns Sup Uns&Sup Uns Sup Uns&Sup

ModelNet40 - - - 68.9 70.1 72.5 71.9 64.4 70.0
ScanObjectNN 85.3 85.2 84.6 - - - 67.4 62.0 68.0
ScanNet10 86.3 85.3 85.6 70.7 68.5 70.2 - - -
ShapeNet 87.1 87.3 88.0 72.2 73.2 74.5 72.3 66.3 69.3
Primitive3D (Ours) 86.1 88.9 89.4 70.8 76.7 78.5 70.0 72.0 72.9

Table 2. The comparison of cross-dataset classification accuracy (%) on various 3D datasets. “Sup” and “Uns” denotes the pretraining with
only supervised task and unsupervised task, respectively, while “Uns& Sup” denotes the pretraining with the combination of them.

5. Experiments

5.1. Experiments Setup

Dataset Preparation. We first generate a set of 150,000
point clouds extracted from Primitive3D objects sampled by
the RCT approach proposed in Section 3.1. The point cloud
dataset is named Primitive3D in this section, which is gen-
erated once and fixed throughout the experiments except for
the ablation study on dataset size in Section 5.3. To achieve
a good trade-off between object complexity and generation
time , the number of leaves in RCTs is chosen in the range
of 1 to 6 for our generation as detailed in Section 5.3. In
our implementation, the boolean operations set O contains
only the regularized union, which is sufficient to generate
complex objects and is easy to implement. The primitive
types P of RCTs include five shapes, namely, sphere, box,
cylinder, cone, and torus.

Dataset Initialism Type #Class Split
ModelNet40 [63] MN40 CAD 40 9,840 / 2,468
ScanObjectNN [55] SONN Real 15 2,309 / 581
ScanNet10 [45] SN10 Real 10 6,110 / 1,769
ShapeNet [6] SN CAD 55 52,472 / -

Table 3. 3D object datasets for classification task.

Network Architecture. Unless otherwise specified, we
apply the widely used DGCNN [59] as the encoder-decoder
network in the experiment. The unsupervised reconstruc-
tion task employs a decoder adapted from [67] which takes
the 1024-dimensional encoded feature as input, while the
two supervised segmentation tasks employ a shared point-
wise decoder with the same architecture as the official im-
plementation of point cloud semantic segmentation. The
number of input points is 1024 except for tasks involving
object part segmentation, which uses the number of 2048.

Preraining Setting. We employ the multi-task learn-
ing described in Section 3.1 to pretrain deep encoders on
Primitive3D to obtain feature representations. The training
optimizer is set to Adam without weight decay. We train
the model for 50 epochs, beginning with a learning rate of
0.001, and decaying it by 0.7 every 10 epochs. For all train-
ing processes in the following content, the batch size is set

to 32. In our multi-task learning, the parameters of discrim-
inative loss for the instance segmentation are identical to
the original configuration [13], while the weights α = 0.05
and β = 0.2, respectively. For dataset distillation, we set
r = 0.7 and sizet = 10000 except for the ablation study.

5.2. Main Results

We first pretrain the models by the multi-task learning
on Primitive3D. The output feature representations are then
evaluated on multiple object classification benchmarks and
compared to the models pretrained on other datasets. We
consider four commonly used 3D object datasets for our ex-
periments, namely, ModelNet40 [63], ScanObjectNN [55],
ScanNet10 [45] and ShapeNet [6], with the statistics sum-
marized in Table 3. The first three datasets are utilized for
both benchmarking and pretraining, while the ShapeNet is
included only to serve the pretraining purpose. It is worth
mentioning that, compared to the synthesis dataset Mod-
elNet40, the classifications on ScanObjectNN and ScanNet
are more challenging due to the presence of real-world noise
such as the occlusion of objects. In our comparison, we
use the same unsupervised pretraining task on the compared
datasets, while different supervised pretraining tasks based
on their own annotations. Finally, identical settings are ap-
plied to all pretraining tasks.

Cross Dataset Evaluation. We conduct cross data eval-
uation on the benchmark datasets. Specifically, we pretrain
the feature encoders using supervised and/or unsupervised
learning methods on the pretraining dataset. We test the ef-
ficacy of the output features by using a linear SVM trained
on the benchmark datasets to perform classification. The
results in Table 2 show that the supervised pretraining itself
on Primitive3D is enough to outperform other commonly
used datasets, except that the performance on ScanNet10
is slightly behind. Moreover, adding in unsupervised pre-
training guarantees the superiority of Primitive3D against
all compared datasets. We also note that the unsupervised
and supervised pretraining on Primitive3D always enhance
each other, while on the other datasets their combination
sometimes hurts the performance. This suggests that our
part-based annotations might be more appropriate to guide
the geometry learning of 3D objects.
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Model Pretraining Pretraining # Training Samples of ModelNet40 # Training Samples of ScanNet10
time 400 800 1200 All 400 800 1200 All

Random Init - 73.2 79.4 84.3 92.0 66.4 69.9 71.8 77.7
Primtive3D (Random Drop) 12% 76.2 80.0 83.2 91.4 67.3 67.8 69.9 76.9
Primtive3D (Distillation) 14% 78.0 82.1 84.7 92.0 68.9 70.9 72.6 77.9
Primtive3D (Full) 100% 77.1 82.0 85.7 92.1 68.4 71.8 73.1 78.1

Table 4. Classification accuracy (%) on ModelNet40 and ScanNet10 test sets with various training sample numbers. The comparisons are
based on different model initialization: Random Init: randomly initialized; Random Drop: pretrained on randomly dropped Primitive3D
which is indeed Algorithm 2 with random shuffling in step 6; Distillation: pretrained with the proposed dataset distillation on Primitive3D;
Full: pretrained on full Primitive3D. The pretraining times are reported as the relative ratio of full Primitive3D pretraining time.

Fine-tuning with Varying Data Size. To check whether
our method could boost the downstream task performance,
we use the pretrained weights by our learning method to
initialize the deep classifier and fine-tune it on benchmark
datasets. Besides using the full benchmark datasets, the
fine-tuning is also conducted on partial training data to eval-
uate the data efficiency of models. We imply the same
training settings as the official implementation [59] for all
runs, except that a lower initial learning rate of 0.01 is ap-
plied during fine-tuning procedure. It can be observed from
Table 4 that our method surpasses the train-from-scratch
method for either synthesis or real-world datasets, espe-
cially when the training samples are limited. Furthermore,
we report the result of dataset distillation. For the dataset
distillation method, the time reported is for the ModelNet40
dataset of 1200 samples, which is the maximum among all
six pretraining times. Compared to the full Primitive3D pre-
training, our distillation method saves 86% of the time, with
at most 1% performance degradation for all tasks. Addition-
ally, dataset distillation substantially outperform the train-
from-scratch and the random drop method, especially when
the data scale is less than 800 it also exceeds full Primi-
tive3D pretraining.

5.3. More Studies

Visualization of Pretraining Result. We provide the vi-
sualizations in Figure 3 to show the benefits of Primitive3D
annotations on the object understanding. As it shows, the
primitive segmentation task may aid deep learning models
in decomposing objects. Thus, it can serve as a low-level
task, reducing the effort required for downstream semantic
learning. However, certain unstructured and noisy objects
in the real-world dataset, such as lamp in the last column of
Figure 3, might cause the pretrained model to fail.

Study of Dataset Generation. We consider how the
RCT structure and size of the Primitive3D pretraining
dataset influence the benchmark classification result. The
experiment setting is the same as the cross dataset evalua-
tion in Section 5.2 but with different Primitive3D datasets.

In Figure 4 (left), we depict how the accuracy changes
as the number of RCT leaves l varies. It indicates that the

(a) Primitive3D (b) ModelNet40 (c) ScanNet10

Figure 3. Instance segmentation (up) and semantic segmentation
(down) results of various datasets by the pretrained model on Prim-
itive3D. Specifically, instance embedding has been transformed
into a 1-d vector by Principal Component Analysis (PCA).

accuracy gain of increasing l would get saturated once l ex-
ceeds 6. On the other hand, the time to generate an RCT
sample rises considerably as l increases due to the growing
complexity in the execution of the boolean operations. To
strike a balance between performance and time, we limit l
of RCTs in our implementation to be within [1, 6]. More
time profiles of data generation can be found in Appendix.

In Figure 4 (right), we generate Primitive3D datasets
with sizes ranging from 2,000 to 300,000 and same RCT
settings, and perform the benchmark classification. The re-
sult suggests that increasing the size of the dataset, whether
dataset distillation is applied or not, improves the accuracy;
however, the performance gain of increasing size is minor
once it goes beyond 150,000. For this reason, we set the
dataset size to be 150,000 in our experiments.

Figure 4. Effect of leaves number (left) and effect of dataset size
(right) of Primitive3D on ModelNet40 classification accuracy.

Study of Dataset Distillation. We perform ablation
studies on how to choose the parameters for dataset distil-
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lation, i.e., the retention ratio r and the dataset size thresh-
old sizet. The experiment setting is the same as the cross
dataset evaluation in Section 5.2 but with the incorporation
of dataset distillation. In Figure 5, we see that both the
pretraining time and classification accuracy grow as the in-
creases of r and sizet, while the growth rate against r is
more subtle than the rate of sizet. Notably, when sizet is
set to 1,000, the accuracy drops to 87% due to the excessive
dropping of pretraining data, yet the consumption time re-
mains more than 0.13. It is also seen that a sizet of 50,000
can reach a performance comparable to full Primitive3D. In
our implementation, we let r = 0.7 and sizet = 10, 000
to achieve a compromise between downstream task perfor-
mance and time efficiency.

Figure 5. Effect of retention rate (left) and threshold (right) in
dataset distillation on the results of ModelNet40 classification.

To visualize the dataset distillation, Figure 6 displays
some retained and removed samples in the first dataset dis-
tillation stage. Particularly, the third column includes the
nearest neighbors of the target data in the feature space from
the removed samples. As can be observed, data distillation
removes samples from the Primitive3D set that are not sim-
ilar to the target data, so as to reduce the cost of learning
irrelevant data.

Target data Retained samples Removed samples

Figure 6. Visualization of dataset distillation.

Study of Pretraining Tasks. In Table 5, we study the ef-
fect of different pretraining tasks on the quality of the output
features. Particularly, we consider four tasks, namely, unsu-
pervised reconstruction with the original Chamfer distance,
unsupervised reconstruction with the augmented Chamfer
distance, supervised semantic segmentation and supervised
instance segmentation.

UCD UACD St Si Accuracy (%)
✓ 85.6

✓ 86.1
✓ 87.1

✓ 88.5
✓ ✓ 88.9

✓ ✓ ✓ 89.4

Table 5. Accuracy of ModelNet40 classification. UCD and UACD

represent the implementation of Linst with the Chamfer distance
and the augmented Chamfer distance, respectively. St and Si

stand for applying the tasks of Ltype and Linst, respectively.

We also test their combinations to see the compositional
effect. The results suggest that semantic segmentation is the
most effective individual task among all, while combined
tasks can further enhance learning performance.

Other Downstream Tasks & Comparisons. Finally,
we investigate more downstream tasks and comparisons to
other pretraining methods. We perform object part segmen-
tation and unaligned object classification tasks. The former
is a fine-grained shape recognition task based on ShapNet-
Part [69] dataset, on which our pretraining technique en-
ables DGCNN to improve the mean IoU from 85.0% to
85.3%. Unaligned object classification is performed on the
unaligned ModelNet40 dataset, i.e., randomly rotated ob-
jects. The feature representations obtained by our method
outperform the supervised learned features by a large mar-
gin. Moreover, by fixing the pretraining dataset, we com-
pare our technique with other SOTA pretraining methods.
Experiments show that the highest performance is obtained
when our strategy is used with Primitive3D. Note that Ap-
pendix C details the aforementioned experiments.

6. Conclusion
We propose an efficient approach to generate 3D objects

with part-based annotations based on a randomized con-
struction process. The efficiency allow us to synthesize a
large-scale and densely-annotated 3D object dataset. To
take advantage of it, we introduce a learning process that
comprises multiple tasks and, optionally, a dataset distil-
lation strategy. Combined with our generated dataset, the
suggested learning produces well-generalized representa-
tions of 3D objects. The result of the experiments indicates
that our dataset allows for better pretraining of models than
other commonly used datasets. We expect our attempt to
provide a new data source for training 3D deep models.
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