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Abstract

Source-free object detection (SFOD) needs to adapt a detector pre-trained on a labeled source domain to a target domain, with only unlabeled training data from the target domain. Existing SFOD methods typically adopt the pseudo labeling paradigm with model adaption alternating between predicting pseudo labels and fine-tuning the model. This approach suffers from both unsatisfactory accuracy of pseudo labels due to the presence of domain shift and limited use of target domain training data. In this work, we present a novel Learning to Overlook Domain Style (LODS) method with such limitations solved in a principled manner. Our idea is to reduce the domain shift effect by enforcing the model to overlook the target domain style, such that model adaptation is simplified and becomes easier to carry on. To that end, we enhance the style of each target domain image and leverage the style degree difference between the original image and the enhanced image as a self-supervised signal for model adaptation. By treating the enhanced image as an auxiliary view, we exploit a student-teacher architecture for learning to overlook the style degree difference against the original image, also characterized with a novel style enhancement algorithm and graph alignment constraint. Extensive experiments demonstrate that our LODS yields new state-of-the-art performance on four benchmarks.

1. Introduction

The resurgence of deep convolutional neural networks has greatly promoted the development of object detection, for example, the one-stage YOLO [1] and two-stage Faster R-CNN [27] have made a big splash. However, when applied to a new scenario, a pre-trained detector often suffers a performance drop, due to the domain shift [5]. Moreover, considering to data privacy, distributed data storage, and inconvenient data transmission, Source-Free Object Detection (SFOD) [23] which assumes only the pre-trained model on the source domain is available and source data itself is un-

available, emerged recently as a promising topic.

At present, there do not exist much researches on SFOD problem. The community pays more attention to Source-Free Domain Adaptation (SFDA). The methods for SFDA can be roughly divided into two categories. The first category is based on the idea of sample generation [11, 19, 21, 30]. Since the source data is not accessible, traditional domain adaptation techniques are not applicable. The labeled images with source domain style or target domain style, or the labeled features obeying the source distribution, are generated. The key to success is the satisfied samples generation which itself is sufficiently challenging and not well solved. Another category utilizes the self-training based pseudo labeling [18, 24, 25]. But obtaining reliable labels is not easy especially in the situation with large domain gap and always only high-confidence labeled samples are taken in the self-training process.

The domain adaptation methods for SFDA can not be applied to SFOD directly, owing to the complexity of background, diversity of objects and numerous negative samples (background). Recently, several SFOD methods [13, 23, 36] based on pseudo-labeling or sample generation strategies...
are proposed. They use better predicted pseudo labels or domain noise perturbed images as the self-supervised signals. The state-of-the-art performance has been achieved. Similar to the SFDA methods, the unreliable pseudo labels and bad quality of generated samples limit their performance.

It is obvious that target domain style (e.g., imaging characteristics) contributes to a significant part of the domain shift against the source domain. Hence, minimizing the impact of target domain style on the model behavior would be immediately effective in reducing the domain shift. On the basis of the above, as shown in Fig. 1, we propose a new domain adaption method, dubbed as Learning to Overlook Domain Style (LODS). It first enhances the target domain style for each target image while maintaining the original style of target images. In this way, an auxiliary view based on the style enhanced images is constructed. With this auxiliary view, our method lets object detector learn to overlook target domain style. The student-teacher framework is employed to do this task.

Specifically, our method consists of style enhancement module and overlooking style module. For the style enhancement module, to increase the degree of target domain style, it merges the target domain style in a non-linear way. The overlooking style module is based on the Mean-Teacher architecture. The target sample is input to teacher model; while the corresponding style enhanced version is input to student model. Both models are initialized by the pre-trained source model. To help both of the teacher and student models have the ability of overlooking target domain style, we devise graph alignment constraints at instance and image levels. By requiring the consistency of the object instance and image patch feature relationships between the image and its corresponding style enhanced version, the extracted feature will overlook the target domain style.

Our contributions are summarized as follows. (1) We propose a novel learning to overlook domain style strategy. Different from traditional pseudo label strategy, it not only makes a full use of all target data but also reduces the domain sensitivity of the object detector. Compared with the sample generation strategy, style enhancement is easier. (2) A style enhancement method is proposed. Different from the existing style transfer methods, it retains the original target domain style, and further adds more target domain style to the target domain image. (3) We propose a new Mean-Teacher framework variant which achieves a two-way knowledge distillation. It overlooks domain style by two graph alignments without any help of source data.

2. Related Work

2.1. Unsupervised domain adaptive object detection

Recent advances promoted the development of Unsupervised Domain Adaptive Object Detection (UDAOD) which can access source data (the difference from SFOD). Methods are roughly classified into four strategies. The first one is based on distribution alignment strategy, such as DAFaster [5], SWDA [28], HTCN [4], SSA-DA [43], ICR-CCR [37], VDD [34], SGA-S [41], CST-DA [42] and DBGL [3] etc. It aligns different types of features at different levels via domain classifiers or prototypes. The second one uses pseudo label strategy such as NL [16] and CDG [22], which exploits pseudo labels for target samples. The third one is sample generation strategy, such as DM [17], AFAN [32], UMT [7], etc. They tend to transfer the style of source and target images by CycleGAN [44]. The final one is using auxiliary model strategy, which learns an auxiliary detector, multi-class classifier, or multi-label classifier to assist transferring detector, such as NL [16], ICR-CCR [37], MTOR [2], UMT [7]. The Mean-Teacher framework is a typical representative. Despite the great performance achieved, all of these methods need to access source domain data.

2.2. Source-free domain adaptation

Due to the lack of source data, Source-Free Domain Adaptation (SFDA) only relying on the pre-trained source model is more difficult than traditional unsupervised domain adaptation. There are two main routes to address this problem. One line is based on sample generation strategy. For example, 3C-GAN [21] and SDDA [19] generate labeled samples with target domain style for training; VDM-DA [30] generates source domain style features then aligns the generated features with target features; SFIT [11] utilizes the batch-norm layers of the source model to generate images with source domain style and aligns the output predictions. Another line uses pseudo label strategy. SHOT [24] and SHOT++ [25] use the centroid of each class to generate pseudo labels, and information maximization to ensure the balance between classes; DASD [18] constructs an adaptive prototype memory to exploit pseudo labels.

There are not many methods for Source-Free Object Detection (SFOD). SED [23] searches a confident threshold for pseudo labels generation according to self-entropy descent policy. Except for pseudo labels, HCL [13] also proposes historical contrastive instance discrimination to pull the current representation to its positive key. Both achieve good performance, but unreliable pseudo labels and only (confidence) instance-level samples are used. SOAP [36] proposes to perturb the target images with domain noise and uses the adversarial learning technique to transfer the detector. It does not work in the case of existing large domain gap.

3. Methodology

3.1. Problem statement

Suppose source domain $D_s = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}$ is labeled, where $y_i^s = (b_i^s, c_i^s)$ denotes the boxes and classes of ob-
Suppose we have an image $x$ and any image $y$ in the target domain; $e_x$ and $e_y$ are the corresponding features respectively. $\mu(e_x)$ and $\sigma(e_x)$ are the channel-wise mean and variance respect to $e_x$, and so do $\mu(e_y)$ and $\sigma(e_y)$. According to the work in [14], style transfer is done by replacing feature channel mean and variance. Suppose $e^y_x$ is the style transferred feature by adding the image $y$ style, the formula is denoted as

$$e^y_x = \sigma(e_y) \frac{e_x - \mu(e_x)}{\sigma(e_x)} + \mu(e_y).$$

Instead of transferring image style, our goal is to enhance similar style, so we come up with an idea to generate the enhanced style consisting of a new channel mean and variance. Since the images $x$ and $y$ are from the same distribution, it is natural to integrate their mean and variance to enhance the style. This process can be denoted as $\mu(\hat{e}_x) = \delta_1(\mu(e_x), \mu(e_y)), \sigma(\hat{e}_x) = \delta_2(\sigma(e_x), \sigma(e_y))$ where $\delta_1$ and $\delta_2$ are two non-linear functions. $\hat{e}_x$ is the style enhanced feature respect to $x$.

Based on the above inference, we design a style enhancement module as shown in Fig. 3. Two networks $F_1$ and $F_2$ are designed to approximate $\delta_1$ and $\delta_2$, respectively. Each of them is composed of two fully connected layers and a ReLU layer to be nonlinear with minimal parameters. The feature encoder $E$ is derived from a pre-trained VGG-16 model and fixed during training and testing. The decoder $D$ is the inverse of the encoder. Because style consistency is constrained on low layer feature [14], the encoder $E = E_2 \circ E_1$ is further divided into $E_1$ and $E_2$ parts, where $\circ$ is the function nesting operator. So does the decoder $D = D_2 \circ D_1$ as $D_1$ and $D_2$. Specifically, the first ReLU layer after the first down-sampling is the divided line to separate $E$. $D$ is symmetrically divided as $E$.
where the three items respectively represent the content consistency from the perspectives of image, low layer feature, and high layer feature. To avoid be disturbed by each other, the decoder $D$ and the networks $F_1$ and $F_2$ are trained alternately.

Remark. Noted that for enhancing the style of image $x$, we choose any image $y$ as style image. We do not choose the mean style because it will be Gaussian noise (not diverse styles) if the backgrounds are scattered. While if the backgrounds are very similar, the mean of all target images can be used as the style image (e.g. Foggy-Cityscapes). Compared with domain randomization [12, 40] and domain randomization [17], our method sticks to the target domain style to mitigate the negative effect of it instead of using auxiliary domains for generalized representation learning.

3.3. Overlooking target domain style

Suppose two Faster R-CNN detectors $\Theta_{tea}$ and $\Theta_{stu}$ are regarded as the teacher model and the student model respectively, which are initialized by the pre-trained source model $\Theta_s$. The target image and the corresponding style enhanced version are fed into the teacher model and the student model respectively, and the student model has the same region proposals by the teacher model. Graph based alignments are used to boost both of teacher and student models overlooking the target domain style.

3.3.1 Graph based alignments

Given a target image $x$ and its corresponding style enhanced version $\hat{x}$, the image-level features $g_x \in \mathbb{R}^{H \times W \times C}$ and $g_\hat{x} \in \mathbb{R}^{H' \times W' \times C'}$ are extracted by using the base feature extractor of Faster-RCNN (ResNet-101 or VGG-16). $H$ and $W$ represent the height and width of the feature map respectively; $C'$ is the number of feature channel. Subsequently, the instance-level feature features $f_x \in \mathbb{R}^{R \times C'}$ and $f_\hat{x} \in \mathbb{R}^{R \times C'}$ can also been extracted by utilizing Region Proposal Network (RPN) and ROI Pooling layer of Faster-RCNN. $R$ represents the number of region proposals in an image; $C'$ is the feature dimension. Denoting $p, \hat{p} \in \mathbb{R}^{R \times N_c}$ are the class predictions of the instance-level features $f_x \in \mathbb{R}^{R \times C'}$ and $f_\hat{x} \in \mathbb{R}^{R \times C'}$ respectively, where $N_c$ is number of object categories including background.

Graph based class-wise instance-level alignment. Since the image $\hat{x}$ is just the style enhanced version of $x$, the instance features and their relationships between these two images should be consistent regardless of the impact of different style strengths on them. For improving the discrimination ability, we use class-wise instance-level features as the following,

\[
\hat{f}_x = f_x \odot p, \quad \hat{f}_\hat{x} = f_\hat{x} \odot \hat{p},
\]

where $\hat{f}_x \in \mathbb{R}^{R \times (C' \times N_c)}$ and $\hat{f}_\hat{x} \in \mathbb{R}^{R \times (C' \times N_c)}$ are obtained by multilinear transformation $\odot$ of the predictions and the instance-level features.

Base on the above class-wise instance-level features, for the target image $x$ and the corresponding style enhanced version $\hat{x}$, we define two graphs $G(V, C)$ and $G(V', \hat{C})$, respectively. $V$ and $\hat{V}$ are the corresponding class-wise instance-level features; $C$ and $\hat{C}$ are the edge matrices, i.e., the cosine similarity matrices between these features respectively. We define Graph based Class-wise Instance-level Alignment (GCIA) loss by utilizing Gromov-Wasserstein (GW) discrepancy [26] as follows,

\[
\mathcal{L}_{GCIA} = \sum_{i,j,m,n} L(C^{i,j}, \hat{C}^{m,n})T^{i,m}T^{j,n},
\]

where $L(\cdot, \cdot)$ is the Kullback-Leibler divergence to measure the distance of the edges across graph. $\mathcal{L}_{GCIA}$ uses graph matching matrix $T \in \mathbb{R}^{R \times R}$ as weights to measure feature differences. Because each edge has two point, graph matching matrix $T$ is used twice.
Next, we explain how to construct a class-wise graph matching matrix $T$. Since $T_{i,m}$ represents the matching degree between the features $f_x^i$ and $f_x^m$, if their relationship is strong, the matching degree should be greater. So we define a category similarity matrix $\Gamma$ based on cosine similarity,

$$T_{i,m} = \frac{p_i^r p_m^m}{\|p_i^r\|^2 \cdot \|p_m^m\|^2}. \quad (6)$$

Here, the predictions from teacher model are adapted since it is more reliable compared with the student model.

Due to the noise predictions existed in $p$, we need to construct a category relation mask $M$ to filter the noise with the help of pseudo labels. A confidence threshold $h$ is set to exploit the pseudo label of each region proposal as

$$M_{i,m} = \begin{cases} 1 & \text{if } l^r = l^m, \text{ and } l^r \neq 0, \\ 0 & \text{otherwise}. \end{cases} \quad (8)$$

By requiring the category consistency, $M$ not only filters out the low confidence features but also reduces the redundant alignment between features.

Finally, we obtain graph matching matrix as follows,

$$T = I + \beta M \otimes \Gamma, \quad (9)$$

where $\otimes$ denotes the element-wise multiplication. $\beta$ is a hyperparameter. The first term $I$ is a unit matrix due to the correspondence between the features $f_x$ and $f_x$ at the same region. While, the second term filters out the noise in $I$ through $M$ and enhances matching degree between the features with the same category.

**Remark.** Compared with the existing graph matching methods [35, 38], instead of learning a matching matrix, we directly construct a class-wise matching matrix based on the category probability. It is more suitable for objection detection which requires feature discrimination.

**Graph based image-level alignment.** Domain adaptation of object detector includes not only instance-level transferring, but also scene adaptation. Similar to instance-level alignment, we define another graph matching based alignment constrain. First, the image-level features $g_x$ and $g_x$ are divided into $H \times W$ patches. Then, we define two graphs $G'(V', C')$ and $\tilde{G}'(\tilde{V}', \tilde{C}')$, respectively. $V'$ and $\tilde{V}'$ are the corresponding patch-level features; $C'$ and $\tilde{C}'$ are cosine similarity matrices for these features respectively. By requiring the correspondence of features at the same patch, we construct graph matching matrix $Q = I$ and obtain the loss for Graph based Image-level Alignment (GIA) as

$$\mathcal{L}_{GIA} = \sum_{i,j,m,n} L((C')_{i,j} (\tilde{C}')_{m,n} Q_{i,m} Q_{j,n} \cdot 10)$$

**Remark.** There are also some graph based works for UDAOD which can access source data. Compared with [2], our method uses a class-wise graph matching matrix instead of point-to-point matching. As for [39], we construct two graphs and then align them instead of prototypes, which is more suitable to our situation, i.e., overlooking domain style.

### 3.3.2 Overall loss function

In the Mean-Teacher framework, the parameters of the student model $\theta_{stu}$ are updated by gradient descent via the following objective function:

$$\min_{\theta_{stu}} \mathcal{L}_{ce} + \gamma \mathcal{L}_{GIA} + \lambda \mathcal{L}_{GIA}, \quad (11)$$

where $\gamma$ and $\lambda$ are hyperparameters to balance loss components which are fixed as 0.1. The cross-entropy loss $L_{ce}$ is used which utilizes the generated pseudo labels in Eq. (7) to increase the discrimination of student model.

While the parameters of the teacher model $\theta_{tea}$ are the exponential moving average of the historical parameters of the student model:

$$\theta_{tea} = \eta \cdot \theta_{tea} + (1 - \eta) \cdot \theta_{stu}, \quad (12)$$

where $\eta$ is a hyperparameter to control the updating of teacher parameters which is fixed as 0.999. As a consequence, the alignment from style enhanced feature to the original feature will also guide the teacher detector overlooking domain style.

Our proposed strategy achieves a two-way knowledge distillation. Knowledge flows from the teacher model to the student model when achieving alignment, while the learned knowledge by the student model flows to the teacher model by parameter updating. Both detectors have learned to overlook domain style and thus achieved similar performance.

### 4. Experiment

**Datasets.** For the transfer scenario Pascal→Clipart, Pascal$^1$ [8] is a dataset containing 20 categories of natural images. Similarly, Clipart$^2$ [15] also includes the same 20 categories as Pascal and 1K clipart-style images. According to [4, 28], we employ approximately 15K images from

---

2. [https://naoto0804.github.io/cross_domain_detection](https://naoto0804.github.io/cross_domain_detection)
the training and validation sets of the PASCAL VOC 2007 and 2012 to pre-train the source model. Pascal → Watercolor scenario has a dataset Watercolor\textsuperscript{3} [15] which contains 2K watercolor-style images and 6 categories in common with Pascal. As the previous works [17,28], it utilizes its training and testing images to train and test our model correspondingly. Cityscapes → Foggy-Cityscapes. Captured under normal weather, Cityscapes\textsuperscript{4} [6], consisting of 2,975 training images and 500 testing images, have a total of 8 categories. Foggy-Cityscapes\textsuperscript{5} [29] applies images of Cityscapes to simulate foggy as well as inherits the annotations of Cityscapes. Following the general setting [22,39], we utilize the training set of Cityscapes to pre-train the source model, and test our model on the test set of Foggy-Cityscapes. For the transfer scenario KITTI → Cityscapes, KITTI\textsuperscript{6} [9] contains 7,481 urban images which are different from Cityscapes. Following the general setting [5,23], we merely detect the category of car and pre-train the source model using all data.  

**Implementation details.** For the sake of fairness, we follow the experimental setting of [5,23,28], where Faster R-CNN is used as the base detector. We first utilize Adam to train the style enhancement module with an initial learning rate of 0.0001. Then we keep it fixed and use a fixed learning rate of 0.0001 and SGD to train the overlapping style module. We report mean average precision (mAP) with an IoU threshold of 0.5 during test. We set $\beta = 0.5$, $h = 0.8$ as default. Particularly, $h = 0.6$ for KITTI → Cityscapes. The student model is used for test because it learns faster.  

### 4.1. Comparison with state-of-the-art methods

We compare our LODS with the state-of-the-art SFOD and UDAOD methods. SFOD methods are SED [23] and SOAP [36]. UDAOD methods have distribution alignment based DA-Faster [5], SWDA [28], HTCN [4], SSA-DA [45], PD [33], SAPNet [20], iFAN [45], ATF [10], VDD [34], MeGA-CDA [31], SGA-S [41], CST-DA [42], DBGL [3]; NL [16] based on pseudo labels; sample generation based DM [17], AFAN [32]; auxiliary model based MTOR [2], UMT [7], ICR-CCR [37]. Source Only and Oracle represent Faster R-CNN [27] trained on source domain data and target domain data respectively. The results in the tables are cited from their papers.

**Table 1. Detection results on Pascal → Clipart.** The mean Average Precision (mAP, in %) of UDAOD methods is compared.

<table>
<thead>
<tr>
<th>Methods</th>
<th>aero</th>
<th>bicycle</th>
<th>bird</th>
<th>boat</th>
<th>bottle</th>
<th>bus</th>
<th>car</th>
<th>cat</th>
<th>chair</th>
<th>cow</th>
<th>table</th>
<th>dog</th>
<th>hrs</th>
<th>bike</th>
<th>prsn</th>
<th>plnt</th>
<th>sheep</th>
<th>sofa</th>
<th>train</th>
<th>tv</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>24.4</td>
<td>38.8</td>
<td>24.9</td>
<td>21.4</td>
<td>32.0</td>
<td>38.5</td>
<td>33.7</td>
<td>12.8</td>
<td>27.9</td>
<td>21.0</td>
<td>16.3</td>
<td>12.3</td>
<td>25.1</td>
<td>42.3</td>
<td>31.6</td>
<td>27.8</td>
<td>10.5</td>
<td>20.8</td>
<td>40.0</td>
<td>29.8</td>
<td>26.6</td>
</tr>
<tr>
<td>SWDA [28]</td>
<td>26.2</td>
<td>48.5</td>
<td>32.6</td>
<td>33.7</td>
<td>38.5</td>
<td>54.3</td>
<td>37.1</td>
<td>18.6</td>
<td>34.8</td>
<td>58.3</td>
<td>17.0</td>
<td>12.5</td>
<td>33.8</td>
<td>65.5</td>
<td>61.6</td>
<td>52.0</td>
<td>9.3</td>
<td>24.9</td>
<td>54.1</td>
<td>49.1</td>
<td>38.1</td>
</tr>
<tr>
<td>ICR-CCR [37]</td>
<td>28.7</td>
<td>55.3</td>
<td>31.8</td>
<td>26.0</td>
<td>40.1</td>
<td>63.6</td>
<td>36.6</td>
<td>9.4</td>
<td>38.7</td>
<td>49.3</td>
<td>17.6</td>
<td>14.1</td>
<td>33.3</td>
<td>74.3</td>
<td>61.6</td>
<td>46.3</td>
<td>22.3</td>
<td>24.3</td>
<td>49.1</td>
<td>44.3</td>
<td>38.3</td>
</tr>
<tr>
<td>HTCN [4]</td>
<td>33.6</td>
<td>58.9</td>
<td>34.0</td>
<td>23.4</td>
<td>45.6</td>
<td>57.0</td>
<td>39.8</td>
<td>12.0</td>
<td>39.7</td>
<td>51.3</td>
<td>21.1</td>
<td>20.1</td>
<td>39.1</td>
<td>72.8</td>
<td>63.0</td>
<td>43.1</td>
<td>19.3</td>
<td>30.1</td>
<td>50.2</td>
<td>51.8</td>
<td>40.3</td>
</tr>
<tr>
<td>DBGL [3]</td>
<td>28.5</td>
<td>52.3</td>
<td>34.3</td>
<td>32.8</td>
<td>38.6</td>
<td>66.4</td>
<td>38.2</td>
<td>25.3</td>
<td>39.9</td>
<td>47.4</td>
<td>23.7</td>
<td>17.9</td>
<td>38.9</td>
<td>78.3</td>
<td>61.2</td>
<td>51.7</td>
<td>26.2</td>
<td>28.9</td>
<td>68.5</td>
<td>44.5</td>
<td>41.6</td>
</tr>
<tr>
<td>DM [17]</td>
<td>25.8</td>
<td>63.2</td>
<td>24.5</td>
<td>42.4</td>
<td>47.9</td>
<td>49.3</td>
<td>31.7</td>
<td>9.1</td>
<td>47.0</td>
<td>46.7</td>
<td>26.8</td>
<td>24.9</td>
<td>48.1</td>
<td>78.7</td>
<td>63.0</td>
<td>45.0</td>
<td>21.3</td>
<td>36.1</td>
<td>52.3</td>
<td>53.4</td>
<td>41.8</td>
</tr>
<tr>
<td>PD [33]</td>
<td>41.5</td>
<td>52.7</td>
<td>34.5</td>
<td>28.1</td>
<td>43.7</td>
<td>58.5</td>
<td>41.8</td>
<td>15.3</td>
<td>40.1</td>
<td>54.4</td>
<td>26.7</td>
<td>28.5</td>
<td>37.7</td>
<td>75.4</td>
<td>63.7</td>
<td>48.7</td>
<td>16.5</td>
<td>30.8</td>
<td>54.5</td>
<td>48.7</td>
<td>42.1</td>
</tr>
<tr>
<td>SAPNet [20]</td>
<td>27.4</td>
<td>70.8</td>
<td>32.0</td>
<td>27.9</td>
<td>42.4</td>
<td>63.5</td>
<td>47.5</td>
<td>14.3</td>
<td>48.2</td>
<td>46.1</td>
<td>31.8</td>
<td>17.9</td>
<td>43.8</td>
<td>68.0</td>
<td>68.1</td>
<td>49.0</td>
<td>18.7</td>
<td>20.4</td>
<td>55.8</td>
<td>51.3</td>
<td>42.2</td>
</tr>
<tr>
<td>UMT [7]</td>
<td>39.6</td>
<td>59.1</td>
<td>32.4</td>
<td>35.0</td>
<td>45.1</td>
<td>61.9</td>
<td>48.4</td>
<td>7.5</td>
<td>46.0</td>
<td>67.6</td>
<td>21.4</td>
<td>29.5</td>
<td>48.2</td>
<td>75.9</td>
<td>70.5</td>
<td>56.7</td>
<td>25.9</td>
<td>28.9</td>
<td>39.4</td>
<td>43.6</td>
<td>44.1</td>
</tr>
<tr>
<td>SOAP [36]</td>
<td>34.6</td>
<td>46.7</td>
<td>26.8</td>
<td>23.2</td>
<td>34.9</td>
<td>33.5</td>
<td>39.3</td>
<td>16.5</td>
<td>29.1</td>
<td>33.6</td>
<td>17.9</td>
<td>12.0</td>
<td>26.9</td>
<td>41.2</td>
<td>37.1</td>
<td>34.5</td>
<td>14.3</td>
<td>23.4</td>
<td>36.3</td>
<td>35.7</td>
<td>29.9</td>
</tr>
<tr>
<td>Our method</td>
<td>43.1</td>
<td>61.4</td>
<td>40.1</td>
<td>36.8</td>
<td>48.2</td>
<td>45.8</td>
<td>48.3</td>
<td>20.4</td>
<td>44.8</td>
<td>53.3</td>
<td>32.5</td>
<td>26.1</td>
<td>40.6</td>
<td>86.3</td>
<td>68.5</td>
<td>48.9</td>
<td>25.4</td>
<td>33.2</td>
<td>44.0</td>
<td>56.5</td>
<td>45.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>Bike</th>
<th>Bird</th>
<th>Car</th>
<th>Cat</th>
<th>Dog</th>
<th>Person</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>85.6</td>
<td>46.3</td>
<td>48.3</td>
<td>24.1</td>
<td>21.9</td>
<td>54.8</td>
<td>46.1</td>
</tr>
<tr>
<td>SWDA [28]</td>
<td>82.3</td>
<td>55.9</td>
<td>46.5</td>
<td>32.7</td>
<td>35.5</td>
<td>66.7</td>
<td>53.3</td>
</tr>
<tr>
<td>AFAN [32]</td>
<td>87.0</td>
<td>46.4</td>
<td>47.3</td>
<td>33.1</td>
<td>30.0</td>
<td>60.1</td>
<td>50.6</td>
</tr>
<tr>
<td>DBGL [3]</td>
<td>83.1</td>
<td>49.3</td>
<td>50.6</td>
<td>39.8</td>
<td>38.7</td>
<td>61.3</td>
<td>53.8</td>
</tr>
<tr>
<td>ATF [10]</td>
<td>78.8</td>
<td>59.9</td>
<td>47.9</td>
<td>41.0</td>
<td>34.8</td>
<td>66.9</td>
<td>54.9</td>
</tr>
<tr>
<td>SAPNet [20]</td>
<td>81.1</td>
<td>51.1</td>
<td>53.6</td>
<td>34.3</td>
<td>39.8</td>
<td>71.3</td>
<td>55.2</td>
</tr>
<tr>
<td>VDD [34]</td>
<td>90.0</td>
<td>56.6</td>
<td>49.2</td>
<td>39.5</td>
<td>38.8</td>
<td>65.3</td>
<td>56.6</td>
</tr>
<tr>
<td>PD [33]</td>
<td>95.8</td>
<td>54.3</td>
<td>48.3</td>
<td>42.4</td>
<td>35.1</td>
<td>65.8</td>
<td>56.9</td>
</tr>
<tr>
<td>UMT [7]</td>
<td>88.2</td>
<td>55.3</td>
<td>51.7</td>
<td>39.8</td>
<td>43.6</td>
<td>69.9</td>
<td>58.1</td>
</tr>
<tr>
<td>SOAP [36]</td>
<td>79.3</td>
<td>44.3</td>
<td>41.4</td>
<td>45.7</td>
<td>39.3</td>
<td>55.9</td>
<td>51.0</td>
</tr>
<tr>
<td>Our method</td>
<td>95.2</td>
<td>53.1</td>
<td>46.9</td>
<td>37.2</td>
<td>47.6</td>
<td>69.3</td>
<td>58.2</td>
</tr>
</tbody>
</table>
Table 3. Detection results on Cityscapes → Foggy-Cityscapes.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Pson Rder Car</th>
<th>Tuck Bus</th>
<th>Tain Mcle Bcle</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>25.8</td>
<td>33.3</td>
<td>35.2</td>
<td>13.0</td>
</tr>
<tr>
<td>DA-Faster [5]</td>
<td>25.0</td>
<td>31.0</td>
<td>40.5</td>
<td>22.1</td>
</tr>
<tr>
<td>SWDA [28]</td>
<td>29.9</td>
<td>42.3</td>
<td>43.5</td>
<td>24.5</td>
</tr>
<tr>
<td>DM [17]</td>
<td>30.8</td>
<td>40.5</td>
<td>54.3</td>
<td>27.2</td>
</tr>
<tr>
<td>MTO [2]</td>
<td>30.6</td>
<td>41.4</td>
<td>44.0</td>
<td>21.9</td>
</tr>
<tr>
<td>iFAN [45]</td>
<td>32.6</td>
<td>40.0</td>
<td>48.5</td>
<td>27.9</td>
</tr>
<tr>
<td>SED</td>
<td>21.7</td>
<td>40.4</td>
<td>40.3</td>
<td>32.6</td>
</tr>
<tr>
<td>SED(Mosaic) [23]</td>
<td>25.5</td>
<td>44.5</td>
<td>40.7</td>
<td>33.2</td>
</tr>
<tr>
<td>HCL [13]</td>
<td>26.9</td>
<td>46.0</td>
<td>41.3</td>
<td>33.0</td>
</tr>
<tr>
<td>SOAP [36]</td>
<td>35.9</td>
<td>45.0</td>
<td>48.4</td>
<td>23.9</td>
</tr>
<tr>
<td>Our method</td>
<td>34.0</td>
<td>45.7</td>
<td>48.8</td>
<td>27.3</td>
</tr>
<tr>
<td>Oracle</td>
<td>37.2</td>
<td>48.2</td>
<td>52.7</td>
<td>35.2</td>
</tr>
</tbody>
</table>

ferred to target domain which was also stated in [23].

**Pascal → Watercolor.** In this scenario, we adapt the detector from real images to the watercolor-style images. As shown in Table 2, our method LODS achieves the state-of-the-art performance for both tasks with a mAP of 58.2% after adaptation where the domain shift is also large. Compared with SFOD method, the performance is improved by +7.2%, which demonstrates the strong applicability of our method for different styles of images. While SOAP [36] does not work because of bad quality of generated samples due to large domain gap.

**Cityscapes → Foggy-Cityscapes.** Compared with the before mentioned scenarios, this scenario, across different weather conditions, is not so hard. Since the backgrounds are similar, the mean of target domain images is utilized as a style image for better representing the style of this domain. As shown in Table 3, our method achieves the state-of-the-art performance for the SFOD task. Compared with popular domain adaptive object detection methods, competitive performance is also achieved. Furthermore, we can also see from Table 3 that the improvement of our method is not large, because these two domains are very similar.

**KITTI → Cityscapes.** In this scenario, we evaluate the adaptation performance of our method across different cameras, as shown in Table 4. Cause we do not utilize Mosaic [1] in all experiments, for a fairer comparison, here we do not compare the performance of SED(Mosaic) [23]. As shown in Table 4, our method LODS achieves 43.9% in this adaptation scenario and comparable performance compared to many recent methods which can access source data. Compared with the SFOD methods, our method also achieves better performance.

**Qualitative Comparison.** In Fig. 4, we visualize the detection results from KITTI → Cityscapes and Cityscapes → Foggy-Cityscapes. We compare our method with Faster R-CNN [27], SED [23], and SED(Mosaic) [23]. Obviously, our method is capable of detecting more objects while ensuring accuracy. In particular, on Foggy-Cityscapes, even if some objects are heavily obscured by fog, our method is still able to detect them accurately.

### 4.2. Further Analysis

#### Ablation Study

To explore the effectiveness of different modules during adaptation, as shown in Table 5, we conduct ablation study on the transfer scenarios Pascal → Watercolor and Pascal → Clipart. (1) With the same alignment modules, to demonstrate the superiority of our style enhanced module, we utilize a random image augmentation, denoted as RAN. Its mAP is 53.1% for Watercolor (33.2% for Clipart). While directly using style transfer (TRA) outperforms the random augmentation by +2.3% for Watercolor (+6.6% for Clipart); using style enhancement (ENH) improves more +2.8% for Watercolor (+5.4% for Clipart). It clearly shows that our style enhancement technique works. (2) With the same style enhancement module, we demonstrate the effects of the modules GIA and GCIA. As shown in Table 5, by only using GCIA, its mAP is 56.6% for Watercolor (44.5% for Clipart). While using both modules GIA+GCIA, the performance is improved +1.6% for Watercolor (+0.7% for Clipart). This ablation study demonstrates that not only our proposed style enhancement model is highly effective, but also the two alignment constrains really help the object detector to overlook domain style.

#### Hyper-parameters Sensitivity

We perform sensitivity analysis on h and β under the adaptation scenario of...
Figure 4. Illustration of the detection results on the target domain compared with SED and SED(Mosaic). The first and second lines represent the scenarios of KITTI → Cityscapes and Cityscapes → Foggy-Cityscapes, respectively. Zoom in for best view.

Figure 5. Validation of the learned ability to overlook target domain style. The SE, RT and RSE images stand for style enhanced image, the reconstructed image with target feature and the reconstructed image with style enhanced feature. Zoom in for best view.

Pascal → Watercolor. As shown in Fig. 6, our model can keep a relatively stable result in a wide range of $h$ and $\beta$. As we expected, a high $h$ leads to a decrease in the knowledge exploration ability, and a low $h$ leads to the explosion of the number of misclassified samples which bring excessive noises to the model. Note that 0.8 and 0.5 are the most appropriate hyperparameters for $h$ and $\beta$ respectively, so we fix these two hyperparameters for most of experiments.

Visualization of overlooking domain style. In order to demonstrate that the object detector does learn the ability to overlook target domain style, based on the source model, we first use target data to train a decoder, which is stated in the style enhancement module. After that, the target feature and the corresponding style enhanced version are extracted from the adapted model and then are fed into the decoder to reconstruct the corresponding images. As shown in Fig. 5, the reconstructed images have significantly less target domain style compared with the original target images (e.g. Target image vs RT image; SE image vs RSE image). It indicates that the object detector has indeed learned the ability to overlook target domain style, and adequately demonstrates the correctness of the proposed method. The semantic inconsistency in RSE image indicates that the detector is able to ignore the unimportant details. It can be observed that style enhancement is also not enough. A more efficient style enhancement method is worthy to be further explored.

5. Conclusion

We proposed a novel strategy which endows the detector an ability of learning to overlook domain style. In this way, the object detector can be adapted to the new scenario. Based on this strategy, a style enhancement module and overlooking style module are proposed. Compared with the sample generation line, style enhancement to the target image is easier. The overlooking style module also employs all target samples to help detector adaptation while self-supervised learning strategy only uses high-confidence samples. Experiments confirm the effectiveness of our method. Moreover, not limited to object detection, theoretically the proposed method can also be applied to other tasks, e.g. classification or semantic segmentation.
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