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Abstract

Self-supervised learning (SSL) holds promise in leveraging large amounts of unlabeled data. However, the success of popular SSL methods has limited on single-centric-object images like those in ImageNet and ignores the correlation among the scene and instances, as well as the semantic difference of instances in the scene. To address the above problems, we propose a Unified Self-supervised Visual Pre-training (UniVIP), a novel self-supervised framework to learn versatile visual representations on either single-centric-object or non-iconic dataset. The framework takes into account the representation learning at three levels: 1) the similarity of scene-scene, 2) the correlation of scene-instance, 3) the discrimination of instance-instance. During the learning, we adopt the optimal transport algorithm to automatically measure the discrimination of instances. Massive experiments show that UniVIP pre-trained on non-iconic COCO achieves state-of-the-art transfer performance on a variety of downstream tasks, such as image classification, semi-supervised learning, object detection and segmentation. Furthermore, our method can also exploit single-centric-object dataset such as ImageNet and outperforms BYOL by 2.5% with the same pre-training epochs in linear probing, and surpass current self-supervised object detection methods on COCO dataset, demonstrating its universality and potential.

1. Introduction

Deep learning has shown excellent performance on various computer vision tasks [12, 20, 21, 25, 32, 47] using labels. Self-supervised learning (SSL) of visual representa-
the-art (SOTA) methods build upon the pretext task called instance discrimination, which regards different views of a single image as the same instance and its objective is simply to learn a feature representation that discriminates among images. Hence, the basic assumption of these methods is that the pre-training data should have the property of semantic consistency [3, 27], i.e., the assumption highly relies on the single-centric-object data such as those in ImageNet [12]. Nevertheless, it is infeasible for complex natural images since they usually consist of multiple instances as shown in Fig. 1(a). Some work [17,29,34] naively extend the off-the-shelf SSL methods from ImageNet to other datasets, like MS COCO [26], Places365 [52], and YFCC100M [36], yet they do not acquire satisfactory results.

It is known that multiple instances in the single natural image possess the co-occurrence relationship, and usually have different semantic meanings. Therefore, the models should have the ability to distinguish the semantics of different instances. However, it is still challenging to discriminate different instances residing in the single natural image when no instance annotations are available. Several region-level based methods [27, 30, 33] propose to leverage multiple local regions to pre-train models using non-iconic dataset, and achieve the success of the specific downstream task. Nevertheless, these region-level based methods do not explicitly distinguish different instances in the scene. In addition, their results of linear evaluation are inferior to the baseline, i.e., these methods can not obtain versatile visual representations. Moreover, natural images have prior that the scene and instances in the scene have the semantic affinity since these instances correlate with the scene. Current SSL methods are not aware of the prior and do not encode the semantic affinity. Because of the above problems, the application scenario of these methods is limited. It is essential to design an effective learning paradigm to obtain versatile visual representations.

In this paper, we introduce a unified self-supervised pre-training framework, named UniVIP, to learn the visual representations by pre-training on either single-centric-object or non-iconic dataset. Specifically, we first exploit the unsupervised instance proposal method Selective Search [38] to generate candidate instances. Then, for each image, we create two scene views with overlapping regions containing instances to guarantee the global similarity, i.e., the similarity of scene-scene, as much as possible, which will effectively alleviate the semantic inconsistency of different scene views. Moreover, to tackle the correlation of scene-instance, the generated instances are grouped to approximate the semantics of the corresponding scene views, guiding the network to learn a variety of instances in the image. In our UniVIP, the discrimination of instance-instance is formulated as the optimal matching problem among all candidate instances in overlapping regions and uses the optimal transport algorithm [15] to discriminate different instances in the scene. Our objective consists of the above three items, and different views of some scenes and instances obtained by our UniVIP are shown in Fig 1(b). It is noted that our framework is specially designed to learn versatile representations from natural images, and is able to fully leverage the prior of semantic affinity among the natural scene and instances in the scene, and explicitly distinguish co-occurrence instances.

Massive experiments in single-centric-object and non-iconic datasets prove that UniVIP can learn the versatile representations. In particular, our method outperforms the state-of-the-art by 2.3% top-1 classification accuracy with pre-training on COCO dataset for the ImageNet [12] linear evaluation protocol. Our 300-epoch UniVIP achieves 42.2 bbox mAP and 38.2 mask mAP using Mask R-CNN [20] on COCO detection and segmentation with $1\times$ schedule when pre-trained on ImageNet, and even surpasses the popular self-supervised object detection methods.

Overall, we make the following contributions:

- We proposed a Unified Self-supervised Representations Learning framework to effectively overcome the semantic inconsistency of random views in non-iconic images, and it can be pre-trained with any images.
- We proposed to simultaneously leverage the similarity of scene-scene, the correlation of scene-instance, and the discrimination of instance-instance to promote the performance of models effectively.
- Extensive experiments demonstrate the effectiveness and stronger generalization ability of our method. Specifically, the models pre-trained with UniVIP on single-centric-object and non-iconic datasets all outperform previous SOTA methods in multiple downstream tasks, such as image classification, semi-supervised learning, object detection and segmentation.

2. Related work

2.1. SSL on single-centric-object dataset

Currently, the most competitive pretext task for self-supervised visual representation learning is instance discrimination [1, 5–7, 17, 18]. The learning objective is simply to learn representations by distinguishing each image from others, and this approach has proved excellent performance on extensive downstream tasks, such as image classification [12, 21], object detection [25, 32] and segmentation [20]. MoCo [18] improves the training of instance discrimination methods by storing representations from a momentum encoder instead of the trained network. SimCLR [5] shows that the memory bank can be entirely replaced with the elements from the same batch if the batch is large enough. Meanwhile, BYOL [17] directly bootstraps the representations by attracting the different features from
the same instance. SwAV [1] maps the image features to a set of trainable prototype vectors and proposes a multi-crop strategy for self-supervised data augmentation. Moreover, Some works [2, 9] extend the pretext task to vision Transformer [10, 13] and achieve superior performance in image classification. Furthermore, MST [23] propose an attention-guided mask strategy to avoid masking crucial regions of images for self-supervised Transformer learning. Nevertheless, much of their progress has far been limited to single-centric-object pre-training data such as ImageNet [12], and may be infeasible when extended to non-iconic datasets.

2.2. SSL on natural scene

Purushwalkam et al. [31] point out that the advance of current SSL methods moderately comes from their usage of dataset bias of ImageNet. Also, they find that training MoCo on the less-biased COCO dataset does not get encouraging results. Moreover, HED [49] report degraded performance when training MoCo on COCO and PASCAL [14] datasets. Recently, MaskCo [51] also notices that the semantic consistency assumption of current SSL methods and proposes a contrastive mask prediction task for visual representation learning. Some preliminary work [17, 29, 34] naively extend the off-the-shelf contrastive learning methods from ImageNet to other datasets, like MS COCO [26], Places365 [52], and YFCC100M [36], yet they do not acquire satisfactory results since these datasets are not satisfied with the semantic consistency assumption, even though the size of some datasets is orders of magnitude larger than ImageNet. Furthermore, DenseCL [30], Self-EMD [27], MaskCo and SCLR [33] leverage local regions of non-iconic images to pre-train the models, yet these methods only work on specific downstream task and can not acquire versatile visual representations. DnC [37] alternates between contrastive learning and clustering-based hard negative mining to train YFCC100M [36] and JFT-300M [35]. ORL [44] shows the impressive performance when pre-trained on MS COCO, but its three-stage method consumes much time, thus cannot support large-scale pre-training. These methods, however, are not aware of the semantic affinity between the scene and instances, and also ignore the semantic discrimination of different instances.

3. Approach

The pipeline of our proposed UniVIP is shown in Fig 2. We propose a unified visual self-supervised approach to learn versatile visual representations, which creatively integrates the scene similarity, the scene-instance semantic affinity, and the semantic discrimination of different instances. Here, we first review the basic instance discrimination method in 3.1. Then, the mechanism and effect of the scene similarity are explained in 3.2. Furthermore, we study the correlation of scene-instance in 3.3. Finally, the optimal transport algorithm is imported to promote the semantic discrimination of different instances, and the training function of our method is described in 3.4.
3.1. Preliminary

Without loss of generality, we adopt BYOL [17] as our basic self-supervised learning method, which can achieve state-of-the-art transfer performance. For each image \( x \), BYOL first generates two views \( x_1 \sim T_1(x) \) and \( x_2 \sim T_1(x) \) under random data augmentation, which are then fed into the online network \( f_\theta(x) \) and the target network \( g_\xi(x) \) separately, parameterized by \( \theta \) and \( \xi \). Both online and target networks possess a neural network backbone and a projection head [6], which share the same architecture with different parameters. While the online network has the target predictor [17]. The parameters \( \xi \) of fixed network \( f_\xi(x) \) is updated by the exponential moving average of the parameters \( \theta \) of online network according to Eq (1), where decay rate \( m \in [0, 1] \) is the momentum and will increase to 1.0 until the end of training.

\[
\xi = m \ast \xi + (1 - m) \ast \theta \tag{1}
\]

Finally, BYOL maximizes the cosine similarity between the prediction of online network and the projected feature of target network as the scene-level consistency. The loss function is defined as Eq (2).

\[
L(x_1, x_2) \equiv -\frac{\langle f_\theta(x_1), g_\xi(x_2) \rangle}{\|f_\theta(x_1)\|_2 \cdot \|g_\xi(x_2)\|_2}, \tag{2}
\]

3.2. Similarity of scene-scene

The semantic consistency assumption is almost always satisfied in the single-centric-object ImageNet, which is the highly curated pre-training dataset. However, the implicit assumption can not be scalable to the natural dataset with non-iconic images. The main reason why inconsistency happens in non-iconic images is that the two random views may be far away from each other.

Meanwhile, the instance annotations of the natural images are unavailable. Therefore, to acquire the candidate instances as the prior, we leverage the unsupervised instance proposal algorithms selective search to generate proposals for each image. To filter the certain number of redundancy of generated proposals, we set some pre-defined thresholds including the minimal scale, the range of aspect ratio, and the maximal intersection-over-union (IoU) among these instance-based regions. Considering the instances that exist in the natural scene, we create two scene views \( s_1, s_2 \) with the overlapping regions containing \( K \) identical instances. For ensuring that each image has \( K \) regions, we generate boxes by the naive strategy if the number of candidate instances in the overlapping regions is less than \( K \). The naive strategy includes setting the minimum scale to 64 pixels, the range of aspect ratio is between 1/3 and 3/1, and the maximum IoU threshold is 0.5.

By constructing two scene views with overlapping regions, we transfer the semantic inconsistency of random views to similarity of scene-scene in natural images. In particular, we feed the two scene views to the online and target network separately, and acquire the representations \( f_{o1}, f_{o2}, f_{t1}, \) and \( f_{t2} \) to compute the symmetric loss as Eq (3), following BYOL [17].

\[
L_{\text{scene}} = L(s_1, s_2) + L(s_2, s_1) \tag{3}
\]

3.3. Correlation of scene-instance

Concretely, natural images have prior that the scene and instances residing in it possess the semantic affinity since these instances correlate with the scene. Apparently, it is reasonable to argue that exploring the prior among the scene and the instances is conducive to learning more general feature representations. However, current un-/self-supervised learning methods do not take into account the existence of the correlation of scene-instance. To research the correlation in the un-/self-supervised learning field, the primary issue is how to measure the semantic affinity among the scene and instances. Due to the simplicity and effectiveness of the cosine similarity, UniVIP attempts to establish the semantic affinity among the scene and multiple instances by the cosine similarity. Specifically, we crop and resize each instance \( s_k \) in overlapping regions to \( 96 \times 96 \), where \( k = \{1, \ldots, K\} \), then we feed \( K \) instances into the online network and obtain \( K \) representations vectors \( [o_1, o_2, \ldots, o_K] \). Furthermore, we concatenate these representations, and linearly map the concatenated representation to the dimension of the scene’s representation and obtain the final representation \( I \) as Eq (4).

\[
I = f_{\text{linear}}(\text{concat}(o_1, o_2, \ldots, o_K)) \tag{4}
\]

Finally, we minimize the cosine distance of the scene view \( s \) and instances combination in the feature space as Eq (5) and argue that the measurement can explore the prior of scene-instance semantic affinity.

\[
L_{\text{affinity}}(s, I) \equiv -\frac{\langle I, g_\xi(s) \rangle}{\|I\|_2 \cdot \|g_\xi(s)\|_2} \tag{5}
\]

We also compute the symmetric views since the overlapping area of two views possesses the same instances. Thus, the semantic affinity can be explored according to Eq (6).

\[
L_{\text{scene-instance}} = L_{\text{affinity}}(s_1, I) + L_{\text{affinity}}(s_2, I) \tag{6}
\]

3.4. Discrimination of instance-instance

In subsection 3.3, we increase the affinity among the scene and instances, yet can not ensure that extracted features in each instance can be distinguished from other instances. Moreover, the contrastive loss [18] demands many negative samples, while the number of instances in the non-iconic image is limited, which can not meet the demand.
Therefore, in this subsection, we formulate the discrimination of instance-instance as an optimal transport problem. Here, we first describe the concept of optimal transport, then introduce how to apply the optimal transport to train the models for learning visual feature representations. Finally, we establish the training function of UniVIP.

**Optimal transport.** The form of Optimal Transport (OT) can be described as the following problem: supposing that a set of $M$ suppliers are required to transport goods to a set of $N$ demanders. The $m$-th supplier holds $b_m$ units of goods while the $n$-th demander needs $a_n$ units of goods. The cost per unit transported from supplier $m$ to demander $n$ is denoted by $c_{mn}$. The goal of optimal transport algorithm is to find a transportation plan $\tilde{y} = \{y_{m,n} | m = 1, 2, \ldots, M, n = 1, 2, \ldots, N\}$, according to which all goods from suppliers can be transported to demanders at a minimal transportation cost as Eq (7).

\[
\begin{align*}
\min_y \quad & \sum_{m=1}^{M} \sum_{n=1}^{N} c_{mn} y_{mn}, \\
\text{s.t.} \quad & \sum_{m=1}^{M} y_{mn} = a_n, \quad \sum_{n=1}^{N} y_{mn} = b_m, \\
& \sum_{m=1}^{M} b_m = \sum_{n=1}^{N} a_n, \\
& y_{mn} \geq 0, \quad m = 1, 2, \ldots, M, n = 1, 2, \ldots, N.
\end{align*}
\]

**OT for semantic discrimination.** For feeding the candidate instances in overlapping regions to the online network, there have a set of feature vectors $[o_1, o_2, \ldots, o_K]$, and each vector $o_n$ can be seen as a node in the set. Moreover, we also feed these instances to the target network. Similarly, the set of feature vectors $[t_1, t_2, \ldots, t_K]$ can be acquired by the target network. Following the original optimal transport formulation in Eq (7), the cost per unit transported from supplier feature node $o_m$ to demander node $t_n$ is defined as Eq (8). Thus, the nodes with similar representations tend to generate fewer transport cost between each other while the nodes with irrelevant representations tend to generate more transport cost. The similarity of each pair of instances can be represented as the optimal matching cost between two sets of vectors.

\[
c_{mn} = 1 - \frac{\langle o_m, t_n \rangle}{\|o_m\| \cdot \|t_n\|}\]

Moreover, the marginal weights $a_n$ and $b_n$ are defined as Eq (9) and Eq (10), where the function $\max(\cdot)$ ensures the weights are always non-negative.

\[
\begin{align*}
b_m &= \max \{ o_m^T f_{t_1} + f_{t_2} \frac{1}{2}, 0 \} \quad (9) \\
a_n &= \max \{ t_n^T f_{o_1} + f_{o_2} \frac{1}{2}, 0 \} \quad (10)
\end{align*}
\]

\[
\mathcal{L}_{\text{instance}}(O, T) = \sum_{m=1}^{K} \sum_{n=1}^{K} \frac{o_m^T t_n}{\|o_m\| \cdot \|t_n\|} \tilde{y}_{mn} \quad (11)
\]

Finally, the total loss of our UniVIP is formulated as Eq (12), and each loss coefficient is equally weighted.

\[
\mathcal{L}_{\text{UniVIP}} = \mathcal{L}_{\text{scene}} + \mathcal{L}_{\text{scene-instance}} + \mathcal{L}_{\text{instance}} \quad (12)
\]

### 4. Experiments

**Datasets.** We first pre-train models on the COCO train2017 set that contains ~118k images. COCO contains more natural and diverse scenes in the wild.
Table 2. Results of object detection and instance segmentation fine-tuned on COCO with 1x schedule. We adopt Mask R-CNN R50-FPN, and report the bounding box AP and mask AP on COCO val2017. The COCO(+) pre-trained methods are trained for 800 epochs while the ImageNet pre-trained methods are trained for 200 epochs. UniVIP outperforms all supervised and supervised counterparts. Green means increase and gray means decrease.

Then, we perform self-supervised learning on a larger “COCO+” dataset (COCO train2017 set plus COCO unlabeled2017 set) to verify whether our method can benefit from more unlabeled natural data. Finally, for verifying the unification of our method, we pre-train models on the single-centric-object ImageNet dataset. ImageNet train consists of ~1.28 million training images.

Network architecture. Following recent unsupervised methods [18,27,33,44,45,51], we adopt ResNet-50 [21] as the default backbone. The two branches are slightly different, with one using a regular backbone network, a regular projection head, and a prediction head, and the other using the momentum network with a moving average of the parameters of the regular backbone network and the projection head.

Image augmentations. In pre-training, the scene-level data augmentation strategy follows [17]. The setting of the scene image augmentation include: random horizontal flipping, random color jittering, random grayscale conversion, random Gaussian blurring, and solarization. For the instance-level augmentation, we directly crop the regions on the input images and resize them to 96 × 96. The subsequent augmentations exactly follow the scene-level ones.

Optimization. For pre-training on the COCO(+), we fully follow the setting of [44]. Specifically, we use the SGD optimizer with a weight decay of 0.0001 and a momentum of 0.9. We adopt the cosine learning rate decay schedule [28] with a base learning rate of 0.2, and the batch size is set to 512 by default. We train our models for 800 epochs with a warm-up period of 4 epochs. The exponential moving average parameter $m$ starts from 0.99 and is increased to 1 during training. Similarly, following the setting of BYOL [17], we pre-train the models on ImageNet.

4.1. Linear evaluation on ImageNet

We compare our method with other prevailing algorithms pre-trained on COCO, COCO+, and ImageNet datasets in Table 1. All these methods share the same backbone for fair comparison and evaluation by linear probing. For COCO dataset, our model achieves 60.2% top-1 accuracy with linear probing. It outperforms the previous best algorithm ORL by 1.2% at the same training epochs, and even approaches the performance of ORL with a much larger dataset (60.7% pre-trained on COCO+). Our algorithm relieves the need for a larger training dataset for self-supervised learning, and is able to obtain a decent result (60.2%) with only ~118k images. Notably, our method achieves 63.0% top-1 accuracy and outperforms ORL by

Table 4. Comparison with other self-supervised object detection methods. We report the results with 1x schedule on COCO. UniVIP-200ep is on par with previous state-of-the-art, and UniVIP-300ep achieves the best performance.
2.3% when applied to COCO+, which means UniVIP becomes better using a larger dataset. It should be emphasized that UniVIP is a unified framework, which can also be applied with the single-centric-object dataset. Here we use the popular ImageNet as an example. With the same pre-training epochs, UniVIP outperforms BYOL by 2.5%, which is a state-of-the-art self-supervised learning method designed delicately for the single-centric-object dataset. These results indicate that UniVIP is a unified method, which can be pre-trained with any images for visual self-supervised representation learning.

4.2. Object detection and segmentation

**COCO with 1× and 2× schedule.** We perform object detection and segmentation experiments using Mask R-CNN detector [20] with R50-FPN [24] implemented in Detectron2 [40]. We fine-tune all layers end-to-end on COCO train2017 set and evaluate on val2017 (~5k images). The schedule is the default 1× or 2× following the same setup in [18, 50]. In Table 2, we show the results of the learned representation by different self-supervised methods pre-training on different datasets. For fair comparison, all these methods are pre-trained with the same epochs. It can be observed that our method achieves the best results with 40.8% bbox mAP (APbbox) and 36.8% mask mAP (APmask) when pre-trained on COCO. It outperforms the ImageNet supervised counterpart by 1.9% and 1.4%, and BYOL results by 1.3% and 1.2%. Similarly, the COCO+ pre-trained UniVIP reaches 41.1% APbbox and 37.1% APmask, which surpasses the supervised by 2.2% and 1.7%, and BYOL results by 1.1% and 0.9%. Notably, the results also show excellent performance when pre-trained on single-centric-object ImageNet. Our method yields 3.3% APbbox and 2.8% APmask improvements over the supervised. Simultaneously, as shown in Table 3, the impression is still retained when the pre-trained models are trained with longer epochs in downstream dense prediction tasks.

**Comparison with current self-supervised object detection methods.** It should be emphasized that our method also outperforms current state-of-the-art self-supervised object detection methods [27, 33, 39, 42, 43, 46] as shown in Table 4, even though part methods [42, 46] pre-training with FPN [24]. Meanwhile, UniVIP acquires more gains with longer pre-training epochs, which shows the great potential of our framework. These phenomena indicate that learning the versatile visual representation can effectively enhance the transfer ability of models. Although our method requires about 35% computation than the BYOL, but the performance of 300-epoch UniVIP outperforms the 1000-epoch SCRL, which is an object detection self-supervised method based on BYOL. The results show that the computation of UniVIP brings a large gain.

**COCO with longer training iterations.** Moreover, in

<table>
<thead>
<tr>
<th>pretrain data</th>
<th>LR schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random [50]</td>
<td>31.0</td>
</tr>
<tr>
<td>Supervised [50]</td>
<td>38.9 (+7.9)</td>
</tr>
<tr>
<td>BYOL [17]</td>
<td>40.9 (+9.9)</td>
</tr>
<tr>
<td>Ours</td>
<td>43.5 (+6.8)</td>
</tr>
</tbody>
</table>

Table 5. Results of object detection fine-tuned on COCO with longer training iterations. The results of UniVIP-300ep object detection APbbox on COCO val2017 with training schedules from 1× (90k iterations) to 6× (540k iterations).

<table>
<thead>
<tr>
<th>Method</th>
<th>Pre-train data</th>
<th>1% labels</th>
<th>10% labels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
<td>Top-1</td>
</tr>
<tr>
<td>Random [44]</td>
<td>ImageNet</td>
<td>1.6</td>
<td>5.0</td>
</tr>
<tr>
<td>Supervised [48]</td>
<td>ImageNet</td>
<td>25.4</td>
<td>48.4</td>
</tr>
<tr>
<td>SimCLR [5]</td>
<td>COCO</td>
<td>23.4</td>
<td>46.4</td>
</tr>
<tr>
<td>MoCo v2 [17]</td>
<td>COCO</td>
<td>28.2</td>
<td>54.7</td>
</tr>
<tr>
<td>BYOL [17]</td>
<td>COCO</td>
<td>28.4</td>
<td>55.9</td>
</tr>
<tr>
<td>ORL [44]</td>
<td>COCO</td>
<td>31.0</td>
<td>58.9</td>
</tr>
<tr>
<td>Ours</td>
<td>COCO</td>
<td>31.6</td>
<td>59.7</td>
</tr>
<tr>
<td>BYOL [17]</td>
<td>COCO+</td>
<td>28.3</td>
<td>56.0</td>
</tr>
<tr>
<td>ORL [44]</td>
<td>COCO+</td>
<td>31.8</td>
<td>60.1</td>
</tr>
<tr>
<td>Ours</td>
<td>COCO+</td>
<td>32.3</td>
<td>60.9</td>
</tr>
<tr>
<td>BYOL [17]</td>
<td>ImageNet</td>
<td>51.5</td>
<td>76.7</td>
</tr>
<tr>
<td>Ours</td>
<td>ImageNet</td>
<td>53.0</td>
<td>78.8</td>
</tr>
</tbody>
</table>

Table 6. Semi-supervised learning on ImageNet. The COCO+ pre-trained methods are trained for 800 epochs while the ImageNet pre-trained methods are trained for 200 epochs. We fine-tune all models with 1% and 10% ImageNet labels, and report both top-1 and top-5 center-crop accuracy on the ImageNet val set.

[19], it discusses that ImageNet pre-training shows rapid convergence than random initialization at the early stage of training but the final performance is not better than the model trained from scratch. As shown in Table 5, the scratch can narrow the gap and even surpass BYOL at last, even though the BYOL pre-training provides a slightly better initial point. Notably, UniVIP goes beyond the limitation and the noticeable gain is preserved even in longer schedules. We argue that UniVIP provides versatile representations of quality that the previous pre-training methods have not yet achieved.

4.3. Semi-supervised learning

We evaluate the performance obtained when fine-tuning UniVIP’s representation on the semi-supervised learning task, following the protocol of [17, 44]. In particular, we acquire 1% and 10% labeled data from ImageNet’s train set. Furthermore, we fine-tune our models on these two training subsets and report both top-1 and top-5 accuracies on the val set of ImageNet in Table 6. UniVIP consistently outperforms previous SOTA methods when pre-trained on the non- iconic and single-centric-object dataset.

4.4. Ablation studies

**Effect of different levels.** As shown in Table 7, it shows the effectiveness of our proposed scene, scene-instance,
and instance levels. The results of Table 7(a) are that we reproduce the performance of BYOL pre-training on MS COCO as the baseline. Compared with the baseline, the scene-level pre-training (Table 7(b)) can improve the performance of the neural network. Moreover, adding either the scene-instance-level (Table 7(c)) or instance-level pre-training (Table 7(d)) based on the scene level can enhance the performance, meanwhile, the best results (Table 7(e)) are acquired by adding three terms.

**Effect of the scene similarity.** Table 8(a) ablates the effect of the scene similarity. The “no” uses the same methods with UniVIP except for adopting two random scene views, which results in scene inconsistency. UniVIP obviously outperforms its results. Therefore, the scene similarity is crucial to self-supervised learning in natural images.

**Effect of region candidates.** For validating the effect of region candidates, Table 8(b) shows the results of the baseline in “none”. Then, we observe that the “ground truth” of COCO can develop the performance of the pre-trained model, validating that the gains are truly due to the instance-level representation learning mechanism. Furthermore, the performance of the “naive” strategy is slightly better than the ground truth. In fact, COCO only contains manual annotations for 80 classes but the scene images have extensive unknown classes. The naive method can obtain regions where more categories are located, even if they are very crude. In this case, the diversity can make up for the inaccuracy. Nevertheless, this phenomenon does not mean that the regions containing the instance are useless. The “selective search” results indicate that the instance-based regions effectively improve the performance. The more diverse region proposal method can greatly enhance the feasibility of the model, and also evaluate that the gains are truly due to instance-level representation pre-training.

**Effect of the number of instance-based views.** As shown in Table 8(c), we observe that UniVIP already outperforms the state-of-the-art method [44] when the $K$ is set as 2. The best results can be obtained when further increasing $K$ to 4. Meanwhile, the performance slightly degrades as $K$ increases. We argue that using 4 candidate proposals in the overlapping regions can meet most scenes, and more candidates may bring noises, thus hurting the performance.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Scene-instance</th>
<th>Instance</th>
<th>Top-1</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>57.3</td>
</tr>
<tr>
<td>(b)</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>57.7 (+0.4)</td>
</tr>
<tr>
<td>(c)</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>58.1 (+0.8)</td>
</tr>
<tr>
<td>(d)</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>59.6 (+2.3)</td>
</tr>
<tr>
<td>(e)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>60.2 (+2.9)</td>
</tr>
</tbody>
</table>

Table 7. Ablations for UniVIP: Effect of different levels when pre-trained on COCO dataset. We report linear evaluation on ImageNet and detection results on COCO.

<table>
<thead>
<tr>
<th>Scene similarity</th>
<th>Top-1</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) no</td>
<td>59.3</td>
<td>40.3</td>
</tr>
<tr>
<td>(b) yes</td>
<td>60.2</td>
<td>40.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Region candidates</th>
<th>Top-1</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) none</td>
<td>57.7</td>
<td>39.6</td>
</tr>
<tr>
<td>ground truth</td>
<td>58.5</td>
<td>40.3</td>
</tr>
<tr>
<td>naive</td>
<td>58.9</td>
<td>40.5</td>
</tr>
<tr>
<td>selective search</td>
<td>60.2</td>
<td>40.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of instance views</th>
<th>Top-1</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c) 0</td>
<td>57.7</td>
<td>39.6</td>
</tr>
<tr>
<td>2</td>
<td>59.8</td>
<td>40.4</td>
</tr>
<tr>
<td>4</td>
<td>60.2</td>
<td>40.8</td>
</tr>
<tr>
<td>8</td>
<td>59.7</td>
<td>40.6</td>
</tr>
</tbody>
</table>

Table 8. Ablations for UniVIP. (a) Effect of the scene similarity. (b) Effect of region candidates. (c) Effect of the number of instance-based views. We report linear evaluation on ImageNet and detection results on COCO.

5. Conclusion

In this paper, we analyze the two problems of current visual self-supervised learning: 1) The SSL methods with semantic consistency assumption would be infeasible for non-iconic datasets since the random views of non-iconic images are semantic inconsistency. 2) The non-iconic SSL methods hardly extract versatile visual representations. To overcome the above problems, we introduce a novel unified self-supervised learning method called UniVIP. By simultaneously leveraging the similarity of scene-scene, the correlation of scene-instance, and the discrimination of instance-instance, UniVIP can improve the versatile performance of self-supervised learning with any images. The proposed UniVIP shows versatility and scalability performance in multiple downstream visual tasks, such as image classification, semi-supervised, object detection and segmentation. We expect that our study can attract the community’s attention to more versatile un-/self-supervised representation learning from natural images.

**Limitations.** In this work, we validate the performance of UniVIP by constructing experiments on COCO(+) dataset, and further scale our method up on ImageNet dataset. Compared with previous SSL methods, the COCO(+) and ImageNet pre-trained models all perform impressive improvements. In future, we will scale UniVIP with larger architectures and datasets [35, 36, 52] to unleash its potential.
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