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Abstract

In this paper, we propose Hypergraph-Induced Seman-
tic Tuplet (HIST) loss for deep metric learning that lever-
ages the multilateral semantic relations of multiple samples
to multiple classes via hypergraph modeling. We formulate
deep metric learning as a hypergraph node classification
problem in which each sample in a mini-batch is regarded
as a node and each hyperedge models class-specific seman-
tic relations represented by a semantic tuplet. Unlike pre-
vious graph-based losses that only use a bundle of pair-
wise relations, our HIST loss takes advantage of the mul-
tilateral semantic relations provided by the semantic tuplets
through hypergraph modeling. Notably, by leveraging the
rich multilateral semantic relations, HIST loss guides the
embedding model to learn class-discriminative visual se-
mantics, contributing to better generalization performance
and model robustness against input corruptions. Extensive
experiments and ablations provide a strong motivation for
the proposed method and show that our HIST loss leads
to improved feature learning, achieving state-of-the-art re-
sults on three widely used benchmarks. Code is available at
https://github.com/ljin0429/HIST.

1. Introduction
Deep metric learning has been extensively studied for a

variety of visual tasks, such as image retrieval [29, 37, 46],
face recognition [25,34,48], person re-identification [4,50],
and few-shot learning [36, 39, 42]. The aim of deep metric
learning is to train a deep embedding network to yield dis-
criminative features whereby the embedded features from
semantically similar images are close to each other while
those from dissimilar ones are far apart. This discerning
capability of the embedding network is mainly achieved
through loss functions, and many attempts have been made
to design optimal loss functions for deep metric learning.

Conventionally, pair-based losses (e.g., Contrastive [5,
14], Triplet [19, 34], and N-pair [37] losses) have been
employed. These minimize the feature distances of posi-
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Figure 1. Our HIST loss utilizes multilateral semantic relations
between every sample and class (marked by color) for a given
mini-batch. A semantic tuplet is defined for a class (e.g., green)
and represents the sample’s semantic relations to the class. Inside
the semantic tuplet, positive samples have definite relation values
(= 1), and negative samples have soft relation values (≤ 1) based
on their likelihood of belonging to the class. Each semantic tuplet
is then modeled as a hyperedge. In this hypergraph, we formulate
a node classification objective. By leveraging multilateral seman-
tic relations, HIST loss enables the embedding network to capture
important visual semantics suitable for deep metric learning.

tive pairs while maximizing those of negative pairs. How-
ever, because not all data pairs are informative, pair-based
losses often result in bad convergence [21, 29]. For reli-
able performance, pair-based losses require elaborate sam-
ple mining [15, 17, 49, 53], adding a computational bur-
den. Alternative options are proxy-based [1, 13, 21, 29, 40,
60] and classification-based [26, 32, 44, 45, 48, 54] losses,
which have demonstrated fast convergence and good perfor-
mance. However, as they associate each data sample only
with representative parameters (i.e., proxies or classifica-
tion weights), neither proxy-based nor classification-based
losses can leverage relations between data samples, which
can limit the quality of the learned features.

Recently, to resolve the above limitations, several graph-
based losses [7,35,55,60] have been proposed that leverage
relations between data samples via graph modeling. These
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methods construct a graph between data samples within a
mini-batch and then formulate graph-based learning objec-
tives. Although they have shown promising performance
improvements, these graph-based losses have inherent lim-
itations. Since each edge in the graph can only connect two
nodes, lessons of graph-based losses are limited to a bun-
dle of pairwise relations. Furthermore, each edge is defined
by the feature distance or self-attention [41] and is deter-
mined regardless of the classes of the two samples. That is,
graph-based losses only consider pairwise feature relations
and cannot take advantage of class semantic relations. Intu-
itively, learning from multilateral relations between sample
and class, i.e., relations among samples from the same class
and similar-looking samples from different classes, must
be helpful for understanding class-discriminative visual se-
mantics, leading to improved feature learning.

In this work, we propose Hypergraph-Induced Semantic
Tuplet (HIST) loss, a novel loss function for deep metric
learning that leverages multilateral semantic relations be-
tween every sample and every class within a mini-batch via
hypergraph modeling1. Concretely, such semantic relations
are given by the proposed semantic tuplets. As shown in
Figure 1, the semantic tuplets are expressed by a seman-
tic relation matrix with learnable elements where each row
indicates the relation of each sample to every class in the
mini-batch, and each column represents the relation of each
class to every sample in the mini-batch. Thus, the semantic
tuplets represent the multilateral semantic relations between
every sample and every class by the learnable matrix. To
fully exploit these multilateral semantic relations, we intro-
duce hypergraph modeling whereby each semantic tuplet is
modeled by a hyperedge. In this hypergraph, we formulate
a node classification problem employing a hypergraph neu-
ral network (HGNN) [8] and define HIST loss as the node
classification loss. This formulation utilizing HGNN allows
our HIST loss to benefit from the rich multilateral semantic
relations provided by the proposed semantic tuples beyond
pairwise feature relations.

We validate our method on three public benchmarks for
deep metric learning, CUB-200-2011 [43], CARS-196 [22],
and Stanford Online Products [31]. In the experiments, we
present extensive ablation studies and parameter analyses to
demonstrate the effectiveness of the proposed components.
In particular, we show that our HIST loss directs the em-
bedding model to attend to meaningful object regions rather
than background or distracting noises, contributing to better
generalization performance and model robustness against
input corruptions. The main results show that a standard
embedding network trained with our HIST loss significantly
outperforms state-of-the-art methods for all benchmarks.

1A hypergraph is a generalization of a graph where each hyperedge can
connect more than two nodes.

2. Related Work

Pair-based losses. Triplet loss [19, 34] is a seminar exam-
ple, which aims to shorten the distance from the positive
pair while increasing that from the negative pair. As exten-
sions of Triplet loss, N-pair [37], Lifted Structure [31],and
Tuplet Margin [52] losses considers multiple negative sam-
ples. Multi-Similarity [46] considers every pair of data in a
mini-batch and assigns weights to each pair based on sim-
ilarities. However, the pair-based losses empirically suffer
from slow convergence [21, 29].

Proxy-based losses. The key idea of this group of losses is
to infer proxies and associate each data sample with prox-
ies instead of other data samples. ProxyNCA [29] first in-
troduced the concept of proxy and presented the proxy-
based training scheme built upon Neighborhood Compo-
nent Analysis (NCA) [11]. Manifold Proxy [1] improves
the performance by adopting a manifold-aware distance.
ProxyNCA++ [40] enhances the performance of ProxyNCA
with assorted training techniques. Recently, Proxy An-
chor [21] has shown promising results, which takes each
proxy as an anchor and computes the loss from the proxy
perspective. However, since the proxy-based losses asso-
ciate each data sample only with proxies, they cannot lever-
age relations between data samples.

Classification-based losses. This group of losses employs
a classifier to train the model like a classification task. A
recent line of work [26, 32, 44, 45, 48, 54] has shown that
elaborately designed classification losses can yield compet-
itive results. Specifically, Normalized Softmax [54] com-
bined with a balanced sampling strategy has shown promis-
ing results. SoftTriple [32] utilizes multiple classifiers to
classify each data sample. However, in the above meth-
ods, each sample is classified individually, and relations be-
tween data samples are not considered. In contrast, we uti-
lize the hypergraph-based classifier that leverages rich rela-
tions among multiple data samples.

Graph-based losses. Group Loss [7] computes a similar-
ity matrix representing the pairwise similarity between all
data samples in a mini-batch and utilizes Label Propaga-
tion (LP) [2, 58, 59] on the similarity matrix. On the other
hand, ProxyGML [60] constructs a directed bipartite graph
to model the relations between all the proxies and data
samples in a mini-batch, and then, utilizes a variant of LP.
Recently, IBC [35] constructs a fully connected graph for
mini-batch samples and classifies each sample employing
Message Passing Network [10]. However, graph modeling
can only formulate pairwise relations between data samples.
Unlike graph modeling, the hypergraph can effectively for-
mulate higher-order relations between multiple data sam-
ples by enclosing multiple nodes within a hyperedge. To
the best of our knowledge, we firstly introduce hypergraph
modeling into a deep metric learning loss function.
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Figure 2. The overall pipeline of Hypergraph-Induced Semantic Tuplet (HIST) loss. HIST loss consists of two main steps: semantic tuplets
construction and hypergraph node classification. Given a mini-batch, we construct a semantic tuplet for each class, a tuple of samples that
have semantic relations to that class, based on the feature distribution in the embedding space. Then, we form a hypergraph where each
hyperedge stands for a semantic tuplet and connects the corresponding nodes in the semantic tuplet all at once. In this hypergraph, we
formulate a hypergraph node classification objective, employing a hypergraph neural network (HGNN).

3. Method
3.1. Overview

Consider a CNN model that maps an input image xi to a
D-dimensional feature zi ∈ RD as

zi = E(xi;Θ), (1)

where Θ denotes the overall network parameters. Given a
labeled training set with C classes, our goal is to train the
model E(.) towards yielding a discriminative feature em-
bedding. Formally, we let X = {x1,x2, · · · ,xN} denote
a set of N training images and Y = {y1, y2, · · · , yN} de-
note a set of corresponding labels where yi ∈ {1, 2, · · · , C}
indicates one of C classes. We adopt a mini-batch training
and our HIST loss leverages rich correlations among sam-
ples in the mini-batch provided by a hypergraph modeling.
Specifically, we consider a randomly sampled mini-batch
B = {(xi, yi)}Nb

i=1, consisting of Nb images and the cor-
responding labels. In addition, we let C ⊂ {1, 2, · · · , C}
denote a subset of classes included in the mini-batch B.

Figure 2 shows the overall pipeline of our HIST loss.
Given a mini-batch, we define a semantic tuplet for each
class c ∈ C, resulting a total of |C| semantic tuplets. Un-
like previous tuplet losses [31, 37, 52], in which a tuplet is
defined for each anchor image, our semantic tuplet is de-
fined for each class c and consists of samples that have se-
mantic relations to class c, such as images of class c and
images of other classes that are likely to belong to class
c. To model such semantic relations, we introduce a set
of learnable distributions, dubbed prototypical distributions
(see Section 3.2), and construct the semantic tuplets based
on these prototypical distributions (see Section 3.3). We

then formulate a hypergraph modeling where each hyper-
edge stands for a semantic tuplet and connects the corre-
sponding nodes in the semantic tuplet all at once (see Sec-
tion 3.4). In this hypergraph, we perform node classification
using HGNN [8] (see Section 3.5). Consequently, our HIST
loss leverages rich semantic relations provided by seman-
tic tuplets through hypergraph message passing of HGNN.
It should be noted that the entire computation of the HIST
loss is fully differentiable, and the overall parameters are
jointly trained in an end-to-end manner. In Section 3.6, we
discuss the underlying rationales of HIST loss.

3.2. Learning Prototypical Distributions

In this section, we present a set of learnable distributions
D = {D1,D2, · · · ,DC}, which we refer to prototypical
distributions, that aim to model the true feature distribution.
Concretely, each prototypical distribution Dc is assigned
for each class c to represent the entire features of c, i.e.,
Zc = {zi|xi ∈ X , yi = c}. The real-world data includes
intra-class variations such as poses, viewpoints, and back-
grounds. To handle such intra-class variations, each Dc is
realized with two learnable parameters, mean µc ∈ RD and
covariance Qc ∈ RD×D, which represents class centroid
and intra-class variations, respectively. In practice, for com-
putational efficiency, we formulate a diagonal covariance
matrix where each Qc is simplified with a D-dimensional
vector qc ∈ RD as Qc = diag(qc). Hence, the overall pa-
rameters of D are denoted as Φ = {(µc,qc)}Cc=1, which
can be jointly trained by back-propagation.

Now, we formalize our distribution loss LD, which en-
sures that each prototypical distribution well captures the
true feature distribution. Inspired by NCA [11], we asso-
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ciate each sample in {zi}Nb
i=1 with the nearest prototypical

distribution and maximize the probability of correct associ-
ation. Unlike NCA, since we associate each sample with a
distribution, the squared Mahalanobis distance is employed
for the distance metric where the distance between zi and
Dc is defined as d2m(zi,Dc) = (zi − µc)

⊤Q−1
c (zi − µc).

We consequently define each sample probability Pi, i.e., the
probability that zi is associated with the correct prototypical
distribution D+, as

Pi =
exp(−τd2m(zi,D+))∑

Dc∈D exp(−τd2m(zi,Dc))
, (2)

where τ > 0 is a temperature scaling factor [18]. Then, our
distribution loss LD is given by the negative log-likelihood
of the overall sample probability for the mini-batch B as

LD =
1

Nb

Nb∑
i=1

−logPi. (3)

This supervision aims at making prototypical distributions
well represent the true feature distribution. The better rep-
resentation power helps to improve the quality of semantic
tuplets, which will be presented in the following section.

3.3. Constructing Semantic Tuplets

The notation of tuplet was first introduced to extend the
triplet by exploring multiple negatives [31,37,52], and each
tuplet provides pairwise supervisions for minimizing fea-
ture distances of positive pairs while maximizing those of
negative pairs. In contrast, we define a semantic tuplet for
each class c, consisting of multiple samples that share se-
mantic relations to the class c. Furthermore, our semantic
tuplets are modeled by a hypergraph and used for the hy-
pergraph node classification, providing multilateral seman-
tic relations rather than pairwise supervisions.

Formally, we construct a semantic tuplet S(c) for each
class c ∈ C from the mini-batch B. Consequently, a total of
|C| semantic tuplets are constructed. Using the prototypical
distributions D, the semantic tuplets are expressed by the
semantic relation matrix S ∈ [0, 1]Nb×|C| of which ij-th
element is given by

Sij =

{
1 if yi = Cj ,

e−αd2
m(zi,DCj

) otherwise,
(4)

where Cj denotes the j-th class in C, and α is a positive
scalar that controls the reflection ratio of negative samples.

In Eq (4), each row and column of S represent a sam-
ple in B and each semantic tuplet for a class in C, respec-
tively. For each semantic tuplet S(Cj), positive samples of
the class Cj are assigned definitely, whereas negative sam-
ples are assigned with weights determined by the squared
Mahalanobis distance from DCj

. Since DCj
models the true

feature distribution of the class Cj , these weights reflect
their sample likelihood of belonging to the class Cj . Be-
sides, this can be viewed as paying more attention to the
harder negative sample, since the harder negative sample,
i.e., more closer to DCj

, is assigned to S(Cj) with a greater
weight. Therefore, our semantic tuples provide multilateral
semantic relations between every sample and class in the
mini-batch, and these rich semantic relations are fully uti-
lized through hypergraph modeling.

3.4. Hypergraph Modeling

Here, we first briefly describe hypergraph notations and
then present our hypergraph modeling for HIST loss.

In general, a hypergraph is defined as H = (V, E) con-
sisting of a node set V and a hyperedge set E . Above all, un-
like the graph in which each edge connects only two nodes,
a hyperedge can connect multiple nodes that are related to
each other. Therefore, higher-order relations between mul-
tiple samples can be effectively modeled by a hypergraph.
The hypergraph structure can be represented by an inci-
dence matrix H ∈ R|V|×|E|, with entries defined as

Hij =

{
1 if vi ∈ ej ,
0 otherwise.

(5)

For a node vi ∈ V , its degree is defined as d(vi) =∑|E|
j=1 Hij . For a hyperedge ej ∈ E , its degree is defined

as δ(ej) =
∑|V|

i=1 Hij . In addition, Dv and De denote the
diagonal matrices of the node degrees and the hyperedge
degrees, respectively.

Now, we derive our hypergraph modeling for HIST loss.
Given the mini-batch B, we construct a hypergraph whose
nodes and hyperedges denote samples and semantic tuplets,
respectively. Concretely, each node vi corresponds to the
sample xi, and its node feature is assigned by the embed-
ded feature zi. The overall node features of the hypergraph
are represented by the feature matrix Z ∈ RNb×D, defined
as Z = [z1, z2, · · · , zNb

]⊤. In our design, to reflect soft re-
lation between sample and class, each hyperedge connects
nodes with soft incidence weights in [0, 1], where the nodes
for positive samples in each class are assigned by incidence
weights of 1, whereas the nodes for negative samples from
other classes are assigned by incidence weights less than 1.
To this end, the weighted incidence matrix H ∈ RNb×|C| of
the proposed hypergraph is designed by the semantic tuplets
denoted as the semantic relation matrix S ∈ RNb×|C| in Eq
(4). That is, H is set to S. Thus, each hyperedge ej stands
for the semantic tuplet S(Cj) for j-th class Cj . For each
sample in the class Cj , the hyperedge ej is called positive
hyperedge having the relation value of one and the others
are called negative hyperedges having a relation value less
than one as in (4).
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3.5. HIST Loss

After the hypergraph construction, we formulate a hy-
pergraph node classification objective, employing Hyper-
graph Neural Network (HGNN) [8]. The node features, i.e.,
embeddings of mini-batch samples, are updated via hyper-
graph message passing steps of HGNN, allowing each sam-
ple to be classified in consideration of semantic tuplets.

Concretely, we utilize L layers of HGNN, which applies
L message passing steps successively. In each step, the l-th
layer takes a feature matrix Z(l) ∈ RNb×dl as an input and
outputs a feature matrix Z(l+1) ∈ RNb×dl+1 by propagating
messages through the hypergraph H. Formally, given an in-
put feature matrix Z(0) = Z and the hypergraph H, HGNN
conducts the following layer-wise feature update as

Z(l+1) = σ
(
D

− 1
2

v HD−1
e H⊤D

− 1
2

v Z(l)Ψ(l)
)
, (6)

where l = 0, 1, · · · , L − 1 and Ψ(l) ∈ Rdl×dl+1 denotes a
trainable weight matrix for feature transform at l-th layer.
Function σ(.) denotes a non-linear activation. We let Ψ de-
note the overall network parameters of HGNN.

The last layer of HGNN outputs the final representation
of each node, of which dimension is set to the number of
classes, i.e., Z(L) ∈ RNb×C . On top of the final represen-
tation, we add a softmax activation function on each row
of Z(L) and obtain class predictions for each node, i.e.,
Ŷ = softmax(Z(L)), where the i-th row of Ŷ represents
the class prediction of node vi. Then, the cross-entropy loss
between the predictions and the ground-truth labels over all
nodes in the hypergraph is given as

LCE = −
1

Nb

Nb∑
i=1

C∑
j=1

Yij logŶij , (7)

where Y ∈ RNb×C denotes the ground-truth label matrix
whose i-th row denotes a one-hot vector indicating yi.

Finally, our HIST loss is defined as the weighted sum of
the two loss terms, the distribution loss LD and the hyper-
graph node classification loss LCE , as follows

Lhist = LD + λsLCE , (8)

where λs > 0 is a scaling parameter to balance the two
loss values. Note that the entire HIST loss is fully differen-
tiable, allowing back-propagation from end to end. During
training, the overall parameters, i.e., Θ of the CNN model
E(.), Φ of prototypical distributions D, and Ψ of HGNN,
are jointly trained by minimizing Lhist. After training, only
the CNN model E(.) is used for subsequent tasks such as
image retrieval and clustering.

3.6. Rationales

In this section, we examine the underlying rationales of
our HIST loss. The key to HIST loss is the hypergraph

modeling for semantic tuplets and the node classification
objective using HGNN. In essence, each layer of HGNN
is a weighted aggregation of the node features connected
by the hyperedges. Hence, HGNN makes the node features
within the same hyperedge similar. If a hyperedge has neg-
ative samples with high incidence weights, their final rep-
resentations of HGNN will become more similar to those
of positive samples and thus hard to be distinguished. To
properly discriminate the negative samples from the posi-
tive ones, learning should proceed in the direction that each
sample (node) does not belong to negative hyperedges, i.e.,
in the direction of reducing its semantic relations (incidence
weights) to negative hyperedges. In consequence, the CNN
model E(.) is enforced to make each sample’s feature be
far from the feature distributions of the other classes corre-
sponding to negative hyperedges, resulting in more discrim-
inative features. Furthermore, to distinguish each samples
in the same semantic tuplet, our HIST loss would guide the
CNN model E(.) to capture important visual semantics. As
a result, the embedding network trained with HIST loss at-
tends well to the meaningful object region rather than back-
ground or distracting noises and demonstrates robustness to
input corruptions, which will be validated in Section 4.3.

4. Experiments

4.1. Experimental Setup

Datasets and metrics. Experiments were conducted on
three widely used benchmarks for deep metric learning:
CUB-200-2011 [43], CARS-196 [22], and Stanford Online
Products (SOP) [31]. We split the datasets into training and
test sets, according to the standard settings [27,31]. We then
conducted image retrieval and clustering on the test sets. It
should be noted that there were no overlapping classes be-
tween the training and test splits, i.e., retrieval and cluster-
ing were performed for unseen classes. To evaluate the re-
trieval performance, we adopted the Recall@K (R@K) met-
ric. To evaluate the clustering quality, we applied K-means
clustering on the embedding feature vectors of all test sam-
ples and computed Normalized Mutual Information (NMI)
based on the clustering result. To ensure statistical robust-
ness, we conducted 10 independent runs and reported 95%
confidence intervals for the results.
Implementation details. For a fair comparison with pre-
vious works, we followed the standard evaluation settings
for deep metric learning [21, 31, 32, 46]. Specifically, in-
put images were resized to 224×224. During training, im-
ages were augmented using random resized cropping and
horizontal flipping. During testing, images were resized to
256×256, and then cropped to 224×224 at the center. Fol-
lowing the convention, we considered BN-Inception [20]
and ResNet-50 [16] pre-trained on ImageNet [6] as our
backbone network, and the results were compared for the
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Figure 3. Impact of hyper-parameters. We evaluate Recall@1 (%) for different hyperparameter values on CARS-196 dataset. For (a), (b),
and (c), the shaded areas represent 95% confidence intervals.

same backbone network. On top of the backbone network,
one fully-connected layer was attached to adjust the dimen-
sionality of the embedding vector, where the size of the em-
bedding vector was set to 512. For all experiments, we used
two layers of HGNN with a hidden dimension of 512, and
we set the mini-batch size to 32. The hyper-parameters α,
τ , and λs were determined empirically. In addition, we also
conducted experiments following the MLRC evaluation set-
tings [30] to increase the reliability of the evaluation.

4.2. Parameter Analysis

To validate the efficacy of our HIST loss, we ana-
lyzed the impact of hyper-parameters using the CARS-196
dataset. For all analyses, we followed the standard evalua-
tion settings and evaluated the retrieval performance (R@1)
using the ResNet-50 backbone network.
Impact of Nb. As our HIST loss exploits relations between
samples in the mini-batch, we investigated the impact of
the mini-batch size. Figure 3a shows the results of HIST
loss with Nb ∈ {32, 48, 64, 80, 96}. Notably, HIST loss
showed reliable performance regardless of the mini-batch
size and worked well with a small mini-batch. This is at-
tributed to the fact that our semantic relations are deter-
mined by the prototypical distributions, reflecting the true
feature distribution, and hence, are less influenced by the
mini-batch size. While the performance slightly improved
when Nb = 48, we set Nb = 32 for efficiency.
Impact of L. Figure 3b shows how the performance varies
with the number of HGNN layers L. Our HIST loss
generally showed superior performance regardless of the
number of HGNN layers. We observed that the perfor-
mance dropped when L = 4, which was due to over-
smoothing [23, 24]. The best performance was achieved
when L = 2, which confirms that proper message passing
steps help to enhance the quality of the learned features.
Impact of α. We investigated the impact of the scaling fac-
tor α, which controls the reflection ratio of negative sam-
ples in Eq (4). Figure 3c shows the results of HIST loss
with α ∈ {0, 0.6, 0.9, 1.2, 2.0}. When α = 0, each seman-
tic tuplet (hyperedge) connected all samples in a mini-batch
equally regardless of their semantic relations, propagating

useless information between data samples, which led to in-
ferior performance. For α > 0, HIST loss showed reliable
performance regardless of the α values. While the optimum
differed slightly for each dataset, we consistently found that
any α around 1 achieved the best performance.
Impact of τ and λs. Lastly, we investigated the impact
of two hyper-parameters τ and λs by varying the values
τ ∈ {8, 16, 24, 32} and λs ∈ {0.5, 1.0, 1.5, 2.0}. Figure 3d
demonstrates that our HIST loss is insensitive to the choice
of λs. Furthermore, the results suggest that any τ ≥ 16
yields stable and good performances, which is consistent
with the recent argument that large temperature scaling is
effective in deep metric learning [21,40]. Overall, our HIST
loss demonstrated reliable and robust performance regard-
less of the hyper-parameter choices.

4.3. Effectiveness of HIST

Ablation studies. To validate the effectiveness of each com-
ponent of HIST, we compared HIST with six ablation mod-
els, as shown in Table 1. For all ablation models and HIST,
we used ResNet-50 as the backbone network and followed
the standard evaluation settings. First, as our baseline, we
consider the LD-only model that utilizes LD alone with-
out the classification module. Then, for the Single model,
a single classification loss is added where each sample is
classified individually by a sample classification network
instead of the HGNN. The TF-like model extends the Sin-
gle model by replacing the sample classification network
with a Transformer [41]-like classification network. Specif-
ically, the Transformer-like classification network predicts
the class label as ŷi = softmaxj(fQ(zi)fK(zj)

T )fV (zi),
where fQ, fK , and fV are realized with the same number
of fc layers as the HGNN. Hence, the TF-like model lever-
ages all pairwise relations in the mini-batch. In addition,
D-IBC denotes the IBC [35] model (we used the authors’
code) paired with LD. H-Pos denotes our variant in which
each hyperedge connects only positive samples. Lastly, we
consider HIST without the distribution loss LD.

Table 1 shows the retrieval performance of the above
models on CARS-196. Compared to the Single, TF-like,
and D-IBC models, our HIST model showed a signifi-
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Method Relations R@1

LD-only - 87.3 ± 0.4

+ Single classification:
Single - 86.4 ± 0.2

+ Graph-based classification:
TF-like Transformer [41]-like attention 87.8 ± 0.3
D-IBC IBC [35] 87.6 ± 0.3

+ Hypergraph-based classification:
H-Pos Only positive samples 87.4 ± 0.2
HIST (w.o. LD) Semantic tuplets 88.3 ± 0.2
HIST Semantic tuplets 89.6 ± 0.2

Table 1. Retrieval performance of ablation models on CARS-196.

Input corruption Single TF-like HIST

Additive noise:
Uniform 83.2 ± 0.1 85.5 ± 0.1 88.0 ± 0.1
Gaussian 67.4 ± 0.3 71.3 ± 0.2 76.2 ± 0.3
Salt & Pepper 56.2 ± 0.2 58.6 ± 0.2 68.6 ± 0.2

Dropping pixels:
Cutout 73.4 ± 0.3 76.9 ± 0.1 81.8 ± 0.3
Dropout 61.3 ± 0.3 65.2 ± 0.2 72.5 ± 0.4

Affine transformation:
Perspective 77.7 ± 0.2 81.0 ± 0.2 84.3 ± 0.2
Rotation 69.4 ± 0.3 73.7 ± 0.4 78.3 ± 0.2

Degrading image quality:
JPEG-compression 72.6 ± 0.2 74.0 ± 0.3 79.7 ± 0.3
Gaussian blur 64.7 ± 0.2 69.3 ± 0.2 75.9 ± 0.2

Table 2. Robustness to unseen input corruptions. We evaluated re-
trieval performance (R@1) with different input corruptions (not
used for training) on CAR-196 dataset.

cant performance boost over the LD-only baseline, which
demonstrates the benefits of the proposed hypergraph ap-
proach. H-Pos performed better than the baseline, but not
the best, which indicates that relations between positive
samples only are not sufficient. As discussed in Section 3.6,
exploiting the semantic relations of negative samples further
improves performance. Lastly, the use of LD contributes
to the performance improvement of HIST. With LD, the
prototypical distributions better capture the true distribution
and improve the quality of semantic tuplets, providing ad-
ditional performance gain. Further results for other datasets
are appended in the supplementary material.
Robustness to input corruptions. Many researchers have
shown that deep models are easily fooled by negligible per-
turbations on the input image [12]. To further demonstrate
the effectiveness of HIST, we validated the model robust-
ness to various input corruptions. Specifically, we evaluated
the retrieval performance of the embedding network, nor-
mally trained on CARS-196, with corrupted test images.
As shown in Table 2, we considered nine input corrup-
tions of four types that were not used for training: additive
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Figure 4. Visualization of three channels of the last feature maps
which have the maximal average activation values. More results
are appended in the supplementary material.

noises (uniform, Gaussian, and Salt & Pepper noises), drop-
ping pixels (cutout and dropout), affine transformation (per-
spective and rotation), and degrading image quality (JPEG-
compression and Gaussian blur). The details of the above
corruptions are in the supplementary material.

In Table 2, we compared the results of the Single, TF-
like, and HIST models. Our HIST model showed robust
and superior performance for all input corruptions, suggest-
ing that the embedding network trained with HIST loss at-
tends to the meaningful area of the input image rather than
to distracting noises. In particular, the superiority of HIST
is more obvious as the corruption worsens, which further
supports the effectiveness of our hypergraph approach com-
pared to the single and graph-based approaches.
Visualization of feature activation maps. To understand
the qualitative effect of HIST, we investigated the feature
activation maps of the test set images provided by the last
convolutional layer of the learned embedding network. In
Figure 4, we visualized the top three channels sorted by
average activation in descending order. The results show
that the embedding network trained with HIST focused bet-
ter on object regions than the other ablation models, which
demonstrates the merit of the hypergraph approach lever-
aging multilateral semantic relations. Even compared to the
recent state-of-the-art graph-based counterpart (IBC [35];
we used the trained model provided by the authors for a
fair comparison), HIST showed better semantic focus. Fur-
thermore, the result of HIST for the car image (right side
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Method CUB-200-2011 CARS-196 SOP

R@1 R@2 R@4 NMI R@1 R@2 R@4 NMI R@1 R@10 R@100 NMI

Methods using BN-Inception:
HTL512 [9] 57.1 68.8 78.7 - 81.4 88.0 92.7 - 74.8 88.3 94.8 -
RLL-H512 [47] 57.4 69.7 79.2 63.6 74.0 83.6 90.1 65.4 76.1 89.1 95.4 89.7
MS512 [46] 65.7 77.0 86.3 - 84.1 90.4 94.0 - 78.2 90.5 96.0 -
SoftTriple512 [32] 65.4 76.4 84.5 69.3 84.5 90.7 94.5 70.1 78.3 90.3 95.9 92.0
GroupLoss1024 [7] 65.5 77.0 85.0 69.0 85.6 91.2 94.9 72.7 75.7 88.2 94.8 91.1
CircleLoss512 [38] 66.7 77.4 86.2 - 83.4 89.8 94.1 - 78.3 90.5 96.1 -
ProxyAnchor512 [21] 68.4 79.2 86.8 - 86.1 91.7 95.0 - 79.1 90.8 96.2 -
ProxyGML512 [60] 66.6 77.6 86.4 69.8 85.5 91.8 95.3 72.4 78.0 90.6 96.2 90.2
DRML512 [57] 68.7 78.6 86.3 69.3 86.9 92.1 95.2 72.1 71.5 85.2 93.0 88.1
DAM512 [51] 69.1 79.8 87.2 - 86.9 92.1 95.3 - - - - -
HIST512 (Ours) 69.7±0.3 80.0±0.2 87.3±0.2 70.8±0.2 87.4±0.2 92.5±0.3 95.4±0.1 73.0±0.2 79.6±0.2 91.0±0.2 96.2±0.2 92.2±0.3

Methods using ResNet-50:
N.Softmax512 [54] 61.3 73.9 83.5 69.7 84.2 90.4 94.4 74.0 78.2 90.6 96.2 91.0
FastAP512 [3] - - - - - - - - 76.4 89.0 95.1 -
TML512 [52] 62.5 73.9 83.0 - 86.3 92.3 95.4 - 78.0 91.2 96.7 -
ProxyAnchor512 [21] 69.7 80.0 87.0 - 87.7 92.9 95.8 - - - - -
ProxyNCA++512 [40] 64.7 - - - 85.1 - - - 79.6 - - -
DiVA512 [28] 69.2 79.3 - 71.4 87.6 92.9 - 72.2 79.6 91.2 - 90.6
DCML512 [56] 68.4 77.9 86.1 71.8 85.2 91.8 96.0 73.9 79.8 90.8 95.8 90.8
S2SD512 [33] 70.1 79.7 - 71.6 89.5 93.9 - 72.9 80.0 91.4 - 90.8
IBC512 [35] 70.3 80.3 87.6 74.0 88.1 93.3 96.2 74.8 81.4 91.3 95.9 92.6
HIST512 (Ours) 71.4±0.2 81.1±0.3 88.1±0.2 74.1±0.2 89.6±0.2 93.9±0.1 96.4±0.1 75.2±0.3 81.4±0.2 92.0±0.2 96.7±0.1 92.8±0.2

Table 3. Comparisons with state-of-the-arts under the standard evaluation settings. Superscript denotes the embedding dimension. For
all compared methods, the results were quoted from the original paper. For our method, we reported the average performance with 95%
confidence interval evaluated over 10 independent runs. The best results are marked in bold, and the second-best results are underlined.

of Figure 4) shows that the embedding network focused
on the entire car in the first channel and then on the spe-
cific parts, such as headlights and wheels. This observation
implies that our HIST loss guides the embedding network
to capture important semantics from the image, contribut-
ing to better generalization performance to unseen classes
and model robustness against input corruptions, as demon-
strated in Tables 1 and 2, respectively.

4.4. Comparison with State-of-the-arts

Table 3 shows the performance comparison against other
state-of-the-art methods under the standard evaluation
settings [21, 31, 32, 46]. As the backbone network has a
huge impact on performance, the results are compared for
the same backbone network. In all experiments, the stan-
dard model trained with our HIST loss achieved state-of-
the-art performance. In particular, compared to the recent
graph-based losses such as ProxyGML [60], GroupLoss [7],
and IBC [35], our HIST loss clearly showed superior per-
formances for all datasets. The outperforming performance
of HIST loss comes from our hypergraph approach that
leverages multilateral semantic relations between samples,
guiding the embedding network to capture important se-
mantics from the image, as presented in Section 4.3. More-
over, to improve the credibility of our evaluation, we further
conducted experiments under the MLRC evaluation set-
tings [30], and our HIST loss still achieved state-of-the-art
performance (see the supplementary material).

5. Conclusion
In this paper, we proposed Hypergraph-Induced Seman-

tic Tuplet (HIST) loss for deep metric learning that lever-
ages multilateral semantic relations provided by the seman-
tic tuplets via hypergraph modeling. First, we proposed
learnable prototypical distributions to automatically con-
struct the semantic tuplets from a mini-batch, avoiding the
excessive computational burden for tuple mining. Then,
we formulated the hypergraph-based learning objective em-
ploying a hypergraph neural network. Compared to previ-
ous graph-based losses, our HIST loss takes advantage of
multilateral semantic relations beyond pairwise feature re-
lations. By leveraging multilateral semantic relations, HIST
loss facilitates the embedding network to attend on mean-
ingful object regions rather than background or distracting
noises, contributing to better generalization performance
and robustness against input corruptions. Extensive experi-
mental results demonstrated the effectiveness of HIST loss,
and a standard model trained with HIST loss achieved state-
of-the-art performances, under both standard and MLRC
evaluation settings, for three benchmark datasets.
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