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Abstract

Many existing backdoor scanners work by finding a small and fixed trigger. However, advanced attacks have large and pervasive triggers, rendering existing scanners less effective. We develop a new detection method. It first uses a trigger inversion technique to generate triggers, namely, universal input patterns flipping victim class samples to a target class. It then checks if any such trigger is composed of features that are not natural distinctive features between the victim and target classes. It is based on a novel symmetric feature differencing method that identifies features separating two sets of samples (e.g., from two respective classes). We evaluate the technique on a number of advanced attacks including composite attack, reflection attack, hidden attack, filter attack, and also on the traditional patch attack. The evaluation is on thousands of models, including both clean and trojaned models, with various architectures. We compare with three state-of-the-art scanners. Our technique can achieve 80-88% accuracy while the baselines can only achieve 50-70% on complex attacks. Our results on the TrojAI competition rounds 2-4, which have patch backdoors and filter backdoors, show that existing scanners may produce hundreds of false positives (i.e., clean models recognized as trojaned), while our technique removes 78-100% of them with a small increase of false negatives by 0-30%, leading to 17-41% overall accuracy improvement. This allows us to achieve top performance on the leaderboard.

1. Introduction

Backdoor attack (or trojan attack) on deep learning models injects malicious behaviors such that a compromised model behaves normally on clean inputs and misclassifies inputs stamped with a trigger to a target label [6, 20, 36, 40, 41]. It becomes a prominent threat due to the low complexity of launching such attacks, the devastating consequences especially in safety/security critical applica-

*Equal contribution
We will discuss such an adaptive attack in Section 4.3. Could craft a trigger with the target class’s natural features. One may argue that the attacker longer essential properties. One may argue that the attacker so, the model is clean. Otherwise, it is considered trojaned. Note that in our method small sizes and fixed triggers are no longer essential properties. One may argue that the attacker could craft a trigger with the target class’s natural features. We will discuss such an adaptive attack in Section 4.3.

**Our Method.** Figure 2 illustrates our method. It takes a model and a small set of clean samples (e.g., 10 for each class). It first leverages an existing trigger inversion method to derive a trigger that can flip a set of clean samples of the victim class (cat) to the target class (bird). It feeds a set of clean victim samples to the model, and extracts the internal feature maps at a selected layer (the first row in the figure). It then injects the inverted trigger (the butterfly-like pattern) to the clean victim samples and extracts the corresponding feature maps (the second row). A novel feature comparison technique called *symmetric feature differencing* (SFD) is then applied to the two sets of feature maps, to determine the distinctive features between the two sets of samples (the first rectangular map on the right with red cells), which essentially denotes the trigger features. The map is also called a *feature difference mask* or just *mask*. A red cell in the mask indicates a feature map that is distinctive. It further feeds a set of clean target class (bird) samples to the model and extracts the feature maps (the third row). Applying SFD to the target class and the victim class feature maps yields the natural features distinguishing the two classes, that is, the second mask on the right. A model is considered trojaned when the two masks do not have similarity.

The key enabling technique of our method is SFD, which is a novel differential analysis. It is based on *counter-factual causality* [33]. Given two sets of samples, like the victim and victim+trigger samples mentioned above, it computes a smallest set of feature maps such that exchanging their activation values across the two sets entails exchanged classification results. They are considered the distinctive features. The formal definition and the computation algorithm can be found in Section 3.

Our contributions are summarized as follows.

- We develop a new scanning technique that can detect large and complex backdoors which are difficult for existing techniques.
- The technique is based on a novel symmetric feature differencing method that can identify the distinctive features of two sets of given examples.
- We implement a prototype EX-RAY ("DEfecting Complex Backdoor in Neural Networks by Symmetric Feature Differencing"). It is general and can leverage different upstream trigger inversion methods. EX-RAY is publicly available at [https://github.com/PurduePAML/Exray](https://github.com/PurduePAML/Exray). We evaluate EX-RAY on 4246 models (2081 benign and 2165 trojaned) with 23 structures and 7 datasets, and four attacks that have large/pervasive and dynamic triggers (reflection, composite, hidden, and filter attacks). We compare with three state-of-the-art trigger inversion based scanners, NC, ABS, and K-Arm. Our results show that EX-RAY can achieve 80-88% accuracy while the baselines can only achieve 50-70%.
We also use model interpretation techniques to show that EX-RAY indeed captures natural feature differences between classes. EX-RAY can also be used to remove false positives in backdoor scanning (i.e., clean models are considered trojaned), which are usually due to small triggers found between clean labels. EX-RAY can determine that such triggers essentially denote natural features of the target label and should be precluded. We test EX-RAY (with ABS as the upstream inversion technique) on TrojAI1 rounds 2-4 and show that EX-RAY can reduce false warnings by 78-100%, with the cost of a small increase in false negatives (0-30%), i.e., trojaned models are considered clean. It can improve multiple upstream scanners’ overall accuracy including ABS (by 17-41%), NC (by 25%), and the Bottom-up-Top-down backdoor scanner [1] (by 2-15%) in the competition. Our method also outperforms a number of other false positive removal methods that compare L2 distances and leverage attribution/interpretation techniques. EX-RAY will be released upon publication.

- On the TrojAI leaderboard, ABS+EX-RAY achieves top performance in 2 out of the 4 rounds for image classification, including the most challenging round 4, with an average cross-entropy (CE) loss around 0.322 and an average AUC-ROC3 around 0.90. It is the only technique that successfully reached the round target (for both the training sets and the test sets remotely evaluated by IARPA), i.e., a CE loss lower than 0.3465, for all the 4 rounds. As far as we know, a large number of state-of-the-art scanning techniques have been evaluated in the competition, including NC [66], ABS [39], Meta neural analysis [73], ULP [29], DeepInspect [11], SCAn [60], K-Arm backdoor scanning [55], Noise analysis backdoor detection [16] and attribution based backdoor detection [25,57].

### Threat Model

Our threat model is consistent with that in existing works [3,39]. Given a set of models, including both trojaned and clean models, and a small set of clean samples for each model (covering all labels), we aim to identify the models with injected backdoor(s) that can flip clean samples to the target class. These samples may belong to one or many victim class(es). The former is label-specific attack and the latter is universal attack.

---

1TrojAI is a backdoor scanning competition organized by IARPA [3]. Rounds 1-4 are for image classification. Round 1 dataset is excluded due to simplicity.
2The smaller the better.
3An accuracy metric used by TrojAI, the larger the better.

### 2. Related Work

#### Backdoor Attack

Data poisoning [12,20] injects backdoors by changing the label of inputs with trigger. Clean label attack [52,54,63,75] injects backdoors without changing the data label. Dynamic backdoor [46,53] focuses on crafting different triggers for different inputs and breaks the defense’s assumption that trigger is static. [47] proposes to combine adversarial example generation and model poisoning. There are also attacks on NLP tasks [13,31,74], reinforcement learning [28,68], and federated learning [7,17,61,67,72]. EX-RAY is a general primitive that may be of use in defending these attacks.

#### Defenses against Backdoor Attacks

ULP [29] and Meta neural analysis [73] train a few input patterns and a classifier from thousands of benign and trojaned models. The classifier predicts if a model has backdoor based on activations of the patterns. [51] proposes to reverse engineer the distribution of triggers. [23] finds that trojaned and clean models react differently to input perturbations. TABOR [21] and NeuronInspect [24] use an AI explanation technique to detect backdoor. There are techniques that defend backdoors by data sanitization [9,50]. There are also techniques that detect if a given input is stamped with a trigger [35,42,60,62,64]. They target a different problem as they require inputs with embedded triggers. EX-RAY is orthogonal to most of these techniques and can serve as a performance booster.

#### Interpretation/Attribution

EX-RAY is related to model interpretation and attribution, e.g., important features identification [5,8,56,59]. [26] measures the importance of a concept (e.g., ‘striped’) for a class (e.g., zebra). The differences lie in that EX-RAY finds distinguishing features of two sets of examples.

### 3. Design

As illustrated by Figure 2, given a trigger $t$ inverted by some upstream scanning technique (not our contribution) that flips victim class $V$ samples to the target class $T$, EX-RAY first computes the distinctive features between $V$ and $V+t$ samples, then the distinctive features between $V$ and $T$. Finally, it uses a similarity analysis to compare the two sets of distinctive features to determine if the trigger denotes natural differences between the two classes. If not, the model is considered trojaned. In this section, we explain the steps in details.

#### 3.1. Symmetric Feature Differencing

The key enabling technique of EX-RAY is **symmetric feature differencing** (SFD) that determines the distinguishing features between two sets of examples (e.g., from classes $V$ and $T$). SFD is based on counter-factual causality [33], which states that an effect event $e$ causally depends
on a cause event \(c\) if and only if, 1) if \(c\) were to occur \(e\) would occur; and 2) if \(c\) were not to occur \(e\) would not occur. In our context, we say a set of features are distinctive between two sets of examples if and only if 1) exchanging these features across the two sets (event \(e\)) entails exchanged classification results (event \(e\)), and 2) the exchange of any such feature is necessary to the exchanged classification results. For example, we say two sets of examples from two respective persons A and B in a face recognition model differ only at their nose if and only if 1) replacing the nose in the examples of A with B’s nose causes the model to predict B, 2) replacing the nose is needed to cause misclassification, and vice versa. Note that although replacing both nose and mouth can also induce exchanged classifications, replacing mouth is not necessary. Hence mouth is not a distinctive feature. Automatically identifying such feature differences in the input space is challenging due to the difficulty of locating features, as a feature may manifest itself differently across input examples. Our differencing method hence identifies a set of neurons (i.e., feature maps) at some hidden layer that denote the distinctive features.

We formally define symmetric feature differencing in the following. To simplify our discussion, we assume the technique takes a subject model \(F(x)\) and two inputs: \(x_v\) in \(V\) and \(x_t\) in \(T\) (instead of two sets of inputs). We will discuss the extension to two sets later in the section.

**Definition 1 (Symmetric Feature Differencing)**

Let \(F(x)\) be a feed forward neural network. Given an inner layer \(l\) that allows good feature abstraction, let \(g\) be the submodel up to layer \(l\) and \(h\) the submodel after \(l\), i.e., \(F(x) = h(g(x))\). Let the number of features/neurons at \(l\) be \(n\). Symmetric feature differencing (SFD) computes a mask \(M\) that is an \(n\) element vector with values 0 or 1. Let \(\neg M\) be the negation of the mask such that \(\neg M[i] = 1 - M[i]\) with \(i \in [1, n]\).

The mask \(M\) satisfies the following conditions.

\[
\begin{align*}
    h(g(x_v)) \cdot M + g(x_t) \cdot \neg M &= V \\
    h(g(x_v)) \cdot \neg M + g(x_t) \cdot M &= T \\
    \|M\|_0 \text{ is minimal.}
\end{align*}
\]

Intuitively, Equation (1) denotes that copying \(x_v\)'s features to \(x_t\) with the control of \(M\) causes the classification of \(V\). Specifically, \(g(x_v) \cdot M + g(x_t) \cdot \neg M\) means that when \(M[i] = 0\) (i.e., \(\neg M[i] = 1\)), the original \(i\)th feature map of the \(T\) sample \(x_t\) is retained; when \(M[i] = 1\), the \(i\)th feature map of \(x_t\) is replaced with that from the \(V\) sample \(x_v\). The explanation for Equation (2) is similar. Equation (3) dictates the minimality of \(M\), that is, any feature exchange indicated by the mask is necessary, faithfully following the counter-factual causality definition.

The SFD definition is graphically illustrated by an example in Figure 3. The dash box on the left shows the \(g(x)\) function and that on the right the \(h(\cdot)\) function. The top row in the left box shows that five feature maps (in yellow) are generated by \(g(\cdot)\) for a victim class sample \(x_v\). The bottom row shows that the five feature maps (in blue) for a target class sample \(x_t\). The dash box in the middle illustrates symmetric differencing. As suggested by the red entries in the mask \(M\) in the middle (i.e., \(M[3] = M[5] = 1\)), in the top row, the 3rd and 5th (yellow) feature maps are replaced with the corresponding (blue) feature maps from the bottom. Symmetric replacements happen in the bottom row as well. On the right, the exchanged feature maps cause the exchanged classification results.

Note that a minimal \(M\) must exist. In the worst case, \(M\) is filled with ‘1’, indicating all feature maps shall be exchanged, which must yield the exchanged classification results. In general, the complexity of computing \(M\) is exponential. We hence propose a soft version of SFD.

**Soft Symmetric Feature Differencing.** In the soft version, we relax the meaning of mask. Instead of having an either 0 or 1 value, we allow the value to vary in \([0, 1]\), with 0 meaning no-exchange at all, 1 meaning complete exchange, and a value in between 0 and 1 partial exchange. For example, assume nose, eyes, and mouth are the three features in a face recognition model and assume \(M[\text{nose}] = 1, M[\text{eyes}] = 0, M[\text{mouth}] = 0.5\). The mask means that exchanging noses, retaining eyes, and mixing mouths half-half. The need of mixing mouths means that sometimes exchanging noses alone may not be sufficient to cause exchanged results and we need to partially consider their mouths which have a certain level of difference as well.

With the relaxation, the exchange operations, i.e., Equations (1) and (2), become continuous and differentiable. In addition, the minimal requirement in Equation (3) can be modeled by a differentiable arg min operation that minimizes the size of mask. Specifically, it can be reduced to the following constrained optimization problem.

\[
\begin{align*}
    \arg \min_M \text{sum}(M), \text{s.t.} \\
    h(g(x_v)) \cdot M + g(x_t) \cdot \neg M &= V &\text{and} \\
    h(g(x_v)) \cdot \neg M + g(x_t) \cdot M &= T
\end{align*}
\]

To solve the problem, we devise a loss in (5). It has three parts. The first part \(\text{sum}(M)\) is to minimize the mask size. The second part \(w_1 \times cE_1\) is a barrier loss for Equation (1), with \(cE_1\) the cross entropy loss when replacing \(x_t\)'s features. Coefficients \(w_1\) is dynamic. When the cross entropy loss is larger than a threshold \(\alpha\), \(w_1\) is set to a large value \(w_{\text{large}}\). This forces \(M\) to satisfy Equation (1). When the loss is small indicating the constraint is satisfied, \(w_1\) is changed to
Figure 3. Illustrating symmetric feature differencing

a small value \( w_{small} \). The optimization hence focuses on minimizing the mask. The third part \( w_2 \times c_2 \) is similar.

\[
L_{pair}(x_v, x_t) = \sum(M) + w_1 \times c_1 + w_2 \times c_2,
\]

with \( c_1 = CE(h(g(x_v)) \cdot M + g(x_t) \cdot \neg M), V) \),

\[
\neg M + g(x_t) \cdot M), T), \quad (5)
\]

\[ w_1 = w_{large} \text{ if } c_1 > \alpha \text{ else } w_{small}, \]

\[ w_2 = w_{large} \text{ if } c_2 > \alpha \text{ else } w_{small} \]

**Differentiating Two Sets.** The algorithm to identify the different features of two sets can be built from the primitive of comparing two inputs. Given two sets \( X_V \) of class \( V \) and \( X_T \) of class \( T \), ideally the mask \( M \) should satisfy Equations (1) and (2) for any \( x_v \in X_V \) and \( x_t \in X_T \). While such a mask must exist (with the worst case containing all the features), minimizing it becomes very costly. Assume \( |X_V| = |X_T| = m \). The number of constraints that need to be satisfied during optimization is \( O(m^2) \). Therefore, we develop a stochastic method that is \( O(m) \). Specifically, let \( \bar{X}_V \) and \( \bar{X}_T \) be random orders of \( X_V \) and \( X_T \), respectively. We minimize \( M \) such that it satisfies Equations (1) and (2) for all pairs \( (\bar{X}_V[j], \bar{X}_T[j]) \), with \( j \in [1, m] \). Intuitively, we optimize on a set of random pairs from \( X_V \) and \( X_T \) that cover all the individual samples in \( X_V \) and \( X_T \). The loss function is hence the following.

\[
\mathcal{L} = \sum_{j=1}^{m} L_{pair}(\bar{X}_V[j], \bar{X}_T[j])
\]

When \( X_V \) and \( X_T \) have one-to-one mapping, such as the victim class samples and their compromised versions that have the trigger injected, we can directly use the mapping in optimization instead of a random mapping. We use Adam optimizer [27] with a learning rate 5e-2 and 400 epochs. Masks are initialized to all 1 to begin with. This denotes a conservative start since such masks suggest swapping all feature maps, which must induce the intended classification results swap.

**Symmetry Is Necessary.** Our technique is symmetric. Such symmetry is critical to effectiveness. One may wonder that a one-sided analysis that only enforces Equation (2) may be sufficient. That is, \( M \) is the minimal set of features that when copied from \( T \) (target) samples to \( V \) (victim) samples can flip the \( V \) samples to class \( T \). Intuitively, it denotes the strong features of \( T \). However, this is insufficient. In many cases, misclassification (of a \( V \) sample to \( T \)) in a clean model can be induced when strong features of class \( V \) are suppressed (instead of adding strong \( T \) features). As such, an inversion method may generate a trigger that neutralizes \( V \) features instead of injecting unique \( T \) features. The trigger features hence do not share much commonality with the features computed by the one-sided analysis. Consequently, the clean model is considered trojaned. Our experiments in Appendix A and H show the importance of symmetry.

### 3.2. Comparing Masks

After generating the masks, we compare them in the last step. Let the distinguishing features between the victim and target classes be \( M_1 \), and then those between the victim samples and their compromised versions be \( M_2 \). Next, we explain how to compare \( M_1 \) and \( M_2 \). Intuitively \( M_1 \) and \( M_2 \) should share a lot of commonality when the trigger denotes natural differences between classes, as reflected in the following condition.

\[
\sum(\min(M_1, M_2)) > \beta \times \min(\sum(M_1), \sum(M_2)) \quad (6)
\]

Here, \( \min(M_1, M_2) \) yields a vector whose elements are the minimal between the corresponding elements in \( M_1 \) and \( M_2 \). It essentially represents the intersection of the two masks. The hyperparameter \( \beta \) is in \((0, 1)\). Intuitively, the condition asserts that the size of mask intersection is larger than \( \beta \) times the minimum size of the two masks, meaning the two have a large part in common. If all the inverted triggers for a model satisfy the condition, the model is considered clean, otherwise trojaned.

**Additional Validation Checks.** In practice, due to the uncertainty in the stochastic symmetric differencing algorithm, the presence of local minimums in optimization, and the small number of available clean samples, \( M_1 \) and \( M_2 \) may not have a lot in common. However, they should nonetheless satisfy the semantic constraint that both should denote natural feature differences of the victim and target classes if the trigger is not injected. Therefore, we propose an additional cross-validation check that tests if functionally \( M_1 \) and \( M_2 \) can take each other’s place in satisfying Equations (1) and (2). In particular, while \( M_1 \) is derived by comparing the victim class and the target class clean samples, we copy the feature maps indicated by \( M_1 \) between the victim samples and their compromised versions with trigger and check if the intended class flipping can be induced; similarly, while \( M_2 \) is derived by comparing the victim class samples and their compromised versions, we copy the feature maps indicated by \( M_2 \) between the victim clean sam-
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4. Evaluation

We evaluate EX-RAY on a range of backdoor attacks including four complex backdoors (i.e., composite attack, reflection attack, hidden attack, and filter attack), and on the traditional patch attack. We also study the applicability of EX-RAY to various upstream scanners by boosting their backdoor detection performance. We demonstrate that EX-RAY can be leveraged to fix models with injected and natural backdoors. In addition, we validate that the generated masks by EX-RAY is capable of capturing feature differences. We devise two adaptive attacks targeting the basis of EX-RAY. EX-RAY is implemented in PyTorch [49] and will be released upon publication.

Experiment Setup. The experiments are conducted on 4,246 models in total, with 200 models for composite attack, 148 models for reflection attack, 34 models for hidden attack, 1920 models for filter attack, and 1944 models for patch attack. For composite attack, we generate 100 trojaned models on five datasets (i.e., MNIST [32], Fashion MNIST [71], SVHN [44], CIFAR10 [30], and the Youtube Face dataset [69]) using the official implementation [36]. We follow [39] to create 100 clean models (20 models for each dataset). Network in Network and VGG16 are used for these models. For reflection attack, there are three different reflection settings, i.e., same depth of field, out of focus, and ghost effect. For each setting, we generate 20 trojaned models on CIFAR10 and 17 trojaned models on ImageNet using the official repository [41]. We also obtain 20 clean models on CIFAR10 from [39] and 17 clean models on ImageNet from torchvision [2]. We employ a few model structures such as Network in Network, VGG, ResNet, SqueezeNet, and DenseNet in this experiment. For hidden attack, we leverage 34 models on ImageNet with half clean from [2] and half trojaned by [52]. The model structures used include VGG, ResNet, SqueezeNet, and DenseNet. For filter and patch attacks, we make use of the Trojan datasets from rounds 2 to 4, consisting of 3,840 models with half clean and half trojaned. We also evaluate on 24 models on ImageNet. Details can be found in Appendix G and Appendix I.

4.1. Detecting Complex Backdoor Attacks

In this section, we study the performance of EX-RAY in detecting three advanced backdoor attacks, namely, composite attack [36], reflection attack [41], and hidden attack [52], in comparison with a state-of-the-art technique ABS [39].

Detecting Composite Attack. Table 1 shows the detection results on composite attack. The first column denotes the datasets. Columns 2-6 show the detection results by ABS. Columns 7-11 present the detection results using ABS with EX-RAY. Columns TP, FP, FN, TN, and Acc/ROC denote the number of true positives, false positives, false negatives, true negatives, detection accuracy and ROC-AUC, respectively. The upstream methods output a binary result denoting whether a model is trojaned or not, and the clean and trojaned models are evenly distributed. Thus the ROC-AUC is the same as the accuracy. For ABS, we use the best possible bound for the inverted trigger size during detection. For ABS+EX-RAY, we set the bound for the trigger size to be half of the input. Observe that ABS+EX-RAY can achieve 83%-88% detection accuracy, substantially outperforming

![Figure 4. Composite attack: George H. W. Bush + Barbara Bush](https://example.com/figure4.png)
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Here, Acc() is a function to evaluate prediction accuracy on a set of samples and γ a threshold (0.8 in the paper). We use g(X V) to denote applying g on each sample in X V for representation simplicity.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TN</th>
<th>Acc/ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>16</td>
<td>12</td>
<td>4</td>
<td>8</td>
<td>0.6</td>
</tr>
<tr>
<td>FMNIST</td>
<td>12</td>
<td>9</td>
<td>8</td>
<td>11</td>
<td>0.58</td>
</tr>
<tr>
<td>SVHN</td>
<td>15</td>
<td>7</td>
<td>5</td>
<td>13</td>
<td>0.7</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>16</td>
<td>13</td>
<td>4</td>
<td>7</td>
<td>0.58</td>
</tr>
<tr>
<td>Youtube</td>
<td>12</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>0.7</td>
</tr>
</tbody>
</table>
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the original ABS, which has only 58%-70% accuracy. Note that EX-RAY reduces not only FPs, but also FNs. The reason for the latter is that ABS and other scanners like NC and K-arm are based on trigger size, while there is not a good separation by size. In contrast, EX-RAY is based on feature differencing.

Figure 4 (a-c) present a composite attack to a face recognition model, in which the presence of Barbara Bush in George H. W. Bush’s images flips the classification results to George W. Bush. EX-RAY identifies the trigger features in Figure 4 (g) by comparing George H. W. Bush + trigger and George H. W. Bush. Observe that they are quite different from the natural feature differences between George H. W. Bush and George W. Bush in Figure 4 (d) that distinguish the clean examples from the classes. In contrast, when a clean model is scanned, a trigger is inverted (Figure 4 (f)) to flip George H. W. Bush + trigger to George W. Bush. Observe that it is equally uninterpretable as that in Figure 4 (e), the inverted trigger for the trojaned model. This is due to the inherent limitation that trigger inversion can hardly generate natural-looking input features but rather noise-like patterns. Therefore, it is difficult to perform feature differencing at the input level. EX-RAY, however, produces a set of trigger features (Figure 4 (h)) that have substantial commonality with the natural feature differences (Figure 4 (d)), that is, (h) is a subset of (d). In other words, the noise-looking trigger in Figure 4 (f) indeed denotes natural differences. This indicates the model is benign.

**Detecting Reflection Attack.** Table 2 presents the results for reflection attack. Column 1 denotes the datasets. Column 2 shows the three attack settings. Columns 3-7 present the results of ABS and the remaining columns ABS+EX-RAY. For ABS, we use the best possible bound for the inverted trigger size during detection. For ABS+EX-RAY, we set the bound for the trigger size to be 25% of the input. The stability of EX-RAY regarding trigger size bound can be found in Appendix I. Observe that our technique can achieve 80%-85% accuracy, whereas ABS only has 55%-68% accuracy.

Figure 5 (a) shows a triangle sign used as a trigger to flip images (Figure 5 (b)) to airplane (Figure 5 (f)) in a trojaned model. Figure 5 (e) shows a trigger generated by ABS for the airplane label in the trojaned model. Observe that the generated trigger has (triangle) features of the real trigger as in Figure 5 (a-b). EX-RAY determines the model is a true positive as the inverted trigger shares very few features with airplane. In contrast, Figure 5 (c) presents a trigger generated by ABS for a clean model with deer as the target label (Figure 5 (d)). Observe that the trigger resembles deer antlers. The triggers inverted for other labels also have a similar nature. EX-RAY hence recognizes the model as a true negative.

**Detecting Hidden-trigger Attack.** EX-RAY has 85% accuracy on hidden-trigger attack whereas ABS has 68%. Details and case studies can be found in Appendix B.

### 4.2. Experiments on TrojAI and ImageNet Models

We evaluate EX-RAY on TrojAI rounds 2-4 training sets and ImageNet models. We use ABS as the upstream scanner and a relatively large trigger size bound to have a small number of false negatives. The experimental results show that the vanilla ABS encounters a large number of FPs, whereas EX-RAY substantially reduces the FPs by 78-100% with the cost of a slightly increased number of FNs by 0-30%. EX-RAY improves the overall detection accuracy by 17-41% across all the evaluated datasets. We also compare EX-RAY with eight baseline methods that make use of simple L2 distance, attribution/interpretation techniques, and one-sided (instead of symmetric) analysis. The results demonstrate that EX-RAY consistently outperforms baseline methods. In addition, we evaluate the runtime cost of EX-RAY, which takes 95 seconds to scan a model in TrojAI datasets on average, whereas the upstream scanner ABS takes 337 seconds. This delineates a reasonable overhead introduced by EX-RAY. We also study the effects of hyper-parameters of EX-RAY on a TrojAI dataset. The results show that EX-RAY is reasonably stable under various settings. Please see detailed results and discussions in Appendix H.

#### Results on TrojAI Leaderboard (Test Sets)

<table>
<thead>
<tr>
<th>Round</th>
<th>CE L</th>
<th>R-A</th>
<th>CE L</th>
<th>R-A</th>
<th>CE L</th>
<th>R-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>0.685</td>
<td>0.736</td>
<td>0.541</td>
<td>0.822</td>
<td>0.894</td>
<td>0.549</td>
</tr>
<tr>
<td>ABS+EX-RAY</td>
<td>0.324</td>
<td>0.892</td>
<td>0.323</td>
<td>0.900</td>
<td>0.322</td>
<td>0.902</td>
</tr>
</tbody>
</table>

Table 3
shows the results on TrojAI test sets. The column CE L shows the cross entropy loss of each method and the column R-A shows the ROC-AUC. In two of the three rounds, our solution achieves the top performance\(^4\). In round 3, it ranks number 2 and the results are comparable to the top performer. In addition, it beats the IARPA round goal (i.e., cross-entry loss lower than 0.3465) for all the three rounds. Our performance on the leaderboard, especially for round 2 that has a large number of natural backdoors and hence causes substantial difficulties for most performers\(^5\), suggests the contributions of EX-RAY. As far as we know, many existing solutions such as [11, 16, 25, 29, 39, 57, 58, 60, 66] have been tested in the competition by different performers.

4.3. Adaptive Attacks

We conduct three adaptive attacks. In the first attack, we use features of the target class as the trigger. Since EX-RAY distinguishes trojaned and clean models by comparing the similarity between inverted triggers’ features and distinctive features between the victim and target classes. Knowing our method, the attacker may choose to use the target class’s features as the trigger to evade EX-RAY. We use parts of a target class image as the trigger. We use four triggers with different sizes. For each trigger, we trojan 10 Network in Network models on CIFAR10 with dog being the target class. Figure 6 (a-d) show the triggers with the size of 80, 120, 160 and 200, respectively. Observe that they are all part of some dog image. In addition, we also train 20 clean models on CIFAR10 to see if ABS+EX-RAY can distinguish the trojaned and clean models. The results are shown in Table 4. The first row shows the trigger size. The second row shows the average attack success rate when using the triggers on clean models. Note that since these triggers are composed of the target class’s features, they might already be able to flip other images to the target even in clean models. The third row shows the FP rate. The fourth row shows the TP rate. Observe while ABS+EX-RAY consistently has a low FP rate, its TP rate decreases when the trigger becomes larger. When the trigger size is 200, the TP rate degrades to 0.5, meaning that it only recognizes half of the trojaned models. However, since the trigger (of size 200) is already quite large and contains strong target class features such that it can flip 70% of all the images to the target on all the clean models. This hence may not constitute a meaningful attack as it is almost equivalent to stamping a target class image.

In the second attack, we force the activations of victim class samples with the trigger to resemble those of the target class inputs such that EX-RAY cannot distinguish the two. While the strongest attack can increase the FP rate of EX-RAY, it causes substantial model accuracy degradation so that the model becomes unusable. In the third adaptive attack, we generate a trigger similar to a third class while having similar feature-level representations to the target class. Experiments show that EX-RAY has 75% true positive rate and 10% false positive rate on this adaptive attack. Please see Appendix L.

4.4. Other Experiments

Appendix C shows that EX-RAY can detect another two state-of-the-art backdoor attacks. Appendix D shows that EX-RAY outperforms three other state-of-the-art backdoor defenses. Appendix E and J demonstrate that EX-RAY can boost the detection performance of other upstream scanners on composite attack, reflection attack, and TrojAI dataset. Appendix K shows that EX-RAY’s masks indeed capture feature differences using a model interpretation technique. Appendix M shows how EX-RAY is used to help fixing injected backdoors.

5. Conclusion

We develop a method to detect complex backdoors that have large and dynamic triggers. It is built on a novel symmetric feature differencing technique that identifies a smallest set of features separating two sets of samples. Our results show that the technique is highly effective and outperforms the baselines. It also enables us to achieve top results on the rounds 2 and 4 leaderboard of the TrojAI competition, and rank the 2nd in round 3.
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\(^4\)TrojAI ranks solutions based on the cross-entropy loss of scanning results. Intuitively, the loss increases when the model classification diverges from the ground truth. Smaller loss suggests better performance [3]. Past leaderboard results can be found at [4].

\(^5\)Most performers had lower than 0.80 ROC-AUC in round 2.
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