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Abstract

In this paper, we aim to estimate the direction of an underlying signal from its nonlinear observations following the semi-parametric single index model (SIM). Unlike for conventional compressed sensing where the signal is assumed to be sparse, we assume that the signal lies in the range of an L-Lipschitz continuous generative model with bounded k-dimensional inputs. This is mainly motivated by the tremendous success of deep generative models in various real applications. Our reconstruction method is non-iterative (though approximating the projection step may require an iterative procedure) and highly efficient, and it is shown to attain the near-optimal statistical rate of order \(\sqrt{(k \log L) / m}\), where \(m\) is the number of measurements. We consider two specific instances of the SIM, namely noisy 1-bit and cubic measurement models, and perform experiments on image datasets to demonstrate the efficacy of our method. In particular, for the noisy 1-bit measurement model, we show that our non-iterative method significantly outperforms a state-of-the-art iterative method in terms of both accuracy and efficiency.

1. Introduction

The basic insight of compressed sensing (CS) is that a high-dimensional sparse signal can be accurately reconstructed from a small number of measurements [13]. For conventional CS, one aims to recover an \(s\)-sparse signal \(x \in \mathbb{R}^n\) from linear measurements of the form:

\[
y = Ax + \eta,
\]

where \(A = [a_1, a_2, \ldots, a_m]^T \in \mathbb{R}^{m \times n}\) is the measurement matrix, \(y = [y_1, y_2, \ldots, y_m]^T \in \mathbb{R}^n\) is the observed vector, and \(\eta = [\eta_1, \eta_2, \ldots, \eta_m]^T \in \mathbb{R}^n\) is the noise vector.

The CS problem has been popular over the last 1–2 decades, and its theoretical properties have been investigated in a significant body of works [1, 10, 57, 66]. For example, under i.i.d. random Gaussian measurements, it has been shown that an \(s\)-sparse signal can be accurately and efficiently reconstructed using \(O(s \log(n/s))\) samples [2, 6, 56, 62].

The conventional CS problem has been extended in a wide variety of directions. Two important ones that we focus on in this paper are (i) considering general nonlinear measurement models, and (ii) assuming that the signal is in the range of a (deep) generative model, instead of being sparse. Both of these settings are practically well-motivated and have attracted sufficient attention in the past years. In the following, we briefly review the background of them.

1.1. Nonlinear Measurement Models

While the linear measurement model used in conventional CS can be a good testbed for illustrating conceptual phenomena, in many real problems it may not be justifiable, or even plausible. For example, the binary measurement model used in 1-bit CS [5] has been of considerable interests because its hardware implementation is low-cost and efficient, and it is also robust to nonlinear distortions. In addition, 1-bit CS performs even better than conventional CS in certain situations [29]. The limitation of the linear data model motivates the study of general nonlinear measurement models, among which the semi-parametric single index model (SIM) is arguably the most popular one [22].

The SIM models the data as

\[
y_i = f_i(a_i, x), \quad i \in \{1, 2, \ldots, m\},
\]

where \(a_i\) are i.i.d. realizations of a standard Gaussian vector \(a_i \sim \mathcal{N}(0, I_n) \in \mathbb{R}^n\), with \(a_i^T\) being the \(i\)-th row of the measurement matrix \(A \in \mathbb{R}^{m \times n}\); and \(f_i : \mathbb{R} \to \mathbb{R}\) are i.i.d. realizations of an unknown random function \(f_i\), independent of \(a_i\). The goal is to estimate the signal \(x\) using the knowledge of \(A\) and \(y\), despite the unknown nonlinearity \(f_i\). It is well-known that \(x\) is generally unidentifiable.
in the SIM since any scaling of \( x \) can be absorbed into the unknown \( f \). Therefore, it is popular to impose the identifiability constraint \( \|x\|_2 = 1 \), and we are only able to estimate the direction of \( x \).

Let \( y = f(a, x) \) be the random variable that corresponds to each observation \( y_i \). For an SIM and a standard normal random variable \( g \sim \mathcal{N}(0, 1) \) that is independent of the nonlinearity \( f \), the following parameters are important to characterize the recovery performance of associated reconstruction algorithms:

\[
\mu := \mathbb{E}[y(a, x)] = \mathbb{E}[f(g)g],
\]

(3)

\[
\xi^2 := \mathbb{E}[y^2] = \mathbb{E}[f(g)^2],
\]

(4)

\[
\rho^2 := \text{Var}[y(a, x) - \mu] = \text{Var}[f(g)g],
\]

(5)

\[
\theta^4 := \text{Var}[y^2] = \mathbb{E}[f(g)^2].
\]

(6)

Note that the parameters \( \mu, \xi^2, \rho^2 \) and \( \theta^4 \) are only used to characterize the recovery performance, and the knowledge of them will never be required for the reconstruction algorithms (since we assume that \( f \) is unknown). Later we will see (cf. Section 3) that we seek to make inference on the importance of the components of \( x \) via estimates of \( \mu x \), and thus we make the following widely-adopted assumption for the SIM [11,37,41,47,48]:

\[
\mu = \mathbb{E}[f(g)g] \neq 0.
\]

(7)

We highlight that some popular measurement models such as phase retrieval [7,70] with \( f(x) = x^2 \) or \( f(x) = |x| \) (or the noisy version) are typically beyond the scope of SIM since for these models, \( \mu = \mathbb{E}[f(g)g] = 0 \).

For the low-dimensional setting where the number of samples \( m \) is larger than the ambient dimension \( n \), the SIM has been studied for a long time, dated back to the last century [18,31,59]. In recent years, high-dimensional SIMs have also received much attention, with various papers studying variable selection, estimation and inference mainly under the sparsity assumption [8,11,12,14–16,39,41,44,45,47,48,50,64,69]. In particular, the authors of [48] show that when the signal \( x \) is contained in \( K \) for some closed star-shaped\(^1\) set \( K \subseteq \mathbb{R}^n \), and the observations \( y_i \) are sub-Gaussian\(^2\), then the projection of \( \frac{1}{m} \mathbf{A}^T y \) onto \( K \) gives an accurate estimate of \( x \) with high probability provided that the number of samples is sufficiently large. Based on an idea that the nonlinear measurement model may be transformed into a scaled linear measurement model with an unconventional noise term, the authors of [47] show that the generalized Lasso approach, which minimizes the linear least-squares objective over a convex set \( K \), is able to return a reliable estimation of the signal in spite of the unknown nonlinearity. However, the range of a Lipschitz continuous generative model (such as a deep neural network), in general, cannot be star-shaped or convex. Moreover, the recovery error bounds in both works [47,48] generally exhibit the \( m^{-1/4} \) scaling, which is weaker than the typical \( m^{-1/2} \) scaling.

### 1.2. Inverse Problems using Generative Models

Recently, motivated by enormous advances in deep generative models in an abundance of real applications, a new perspective has emerged in CS, in which the commonly-made sparsity assumption is replaced by the generative modeling assumption. That is, rather than being sparse, the signal is assumed to lie in the range of a (deep) generative model. In the seminal work [4], the authors study CS with generative priors, and characterize the number of random Gaussian linear measurements required for an accurate recovery. They also perform extensive numerical experiments on image datasets showing that to reconstruct the signal up to a given accuracy, compared to the sparse prior, using a pre-trained generative prior can reduce the required number of measurements by a large factor such as 5 to 10. There has been a substantial volume of follow-up works of [4], including [5,9,19–21,24,25,32,33,40,42,43,53,61,67,68], just to name a few.

In particular, 1-bit CS with generative priors has been studied in [34,49], for which the nonlinearity is assumed to be known. In [34], the authors provide a near-complete analysis for 1-bit CS with generative priors, and propose an iterative algorithm that can be thought of as a generative counterpart to the binary iterative hard thresholding algorithm [23]. The authors of [49] study 1-bit CS with ReLU neural network generative models (with no offsets). They propose an empirical risk minimization algorithm, and show that it can faithfully recover bounded target vectors from quantized noisy measurements. Perhaps closest to our work, near-optimal non-uniform recovery guarantees for CS with SIMs and generative priors have been provided in [37,65]. The authors of [65] assume that the nonlinear function \( f \) is differentiable and propose estimators via first- and second-order Stein’s identity based score functions. The differentiability assumption is not satisfied for certain popular nonlinear measurement models such as 1-bit and other quantized models. The authors of [37] make the assumption of sub-Gaussian observations, which encompasses quantized measurement models. They propose a constrained linear least-squares estimator, with the constraint set being the range of a generative model. Both works [37,65] are primarily theoretical, and neither practical algorithms nor nu-

\(^1\)A set \( K \) is called star-shaped if \( x \lambda K \subseteq K \) for any \( 0 \leq \lambda \leq 1 \).

\(^2\)A random variable \( X \) is said to be sub-Gaussian if \( \|X\|_{\psi_2} := \sup_{p \geq 1} p^{-1/2} (\mathbb{E}[|X|^p])^{1/p} < \infty \).
1.3. Contributions

The main contributions of this work are as follows:

- We propose a highly efficient non-iterative approach for nonlinear CS with SIMs and generative priors.

- We provide near-optimal recovery guarantees for our non-iterative approach. Notably, in our analysis, we do not require the differentiability assumption as in [65] or the assumption about sub-Gaussian observations as in [37].

- To verify the efficacy of our method, we perform extensive numerical experiments for distinct nonlinear measurement models on image datasets. In particular, for noisy 1-bit measurement model, we observe that along with faster computation, our non-iterative approach also leads to more accurate reconstruction compared to the iterative algorithm proposed in [34], which is the state-of-the-art (SOTA) algorithm for 1-bit CS with generative priors. In addition, for the noisy cubic measurement model, we observe that our non-iterative approach significantly outperforms several baselines, and performs on par with an iterative approach.

We also present Figure 1 to highlight the overall contributions. See (8), (9), and Section 4 for more details.

2. Problem Formulation

In this section, we provide some auxiliary results and formally formulate the problem we study. Before proceeding, we summarize notation we use throughout this paper.

2.1. Notation

We use upper and lower case boldface letters to denote matrices and vectors respectively. For any $N \in \mathbb{N}$, we use the shorthand notation $[N] = \{1, 2, \ldots, N\}$, and we use $\mathbb{I}_N$ to represent the identity matrix in $\mathbb{R}^{N \times N}$. For a matrix $M$, let $\|M\|_{p,q} = \sup_{\|s\|_p = 1} \|MS\|_q$. In particular, we have that $\|M\|_{2,2}$ represents the spectral norm of $M$. Given two real values $a, b$, we write $a = O(b)$ if there exists an absolute constant $C < \infty$ such that $a \leq CB$, and $a = \Theta(b)$ if there exists absolute constants $c$ and $C$ such that $ab \leq c \leq Cb$. For any $r > 0$, we denote the radius-$r$ ball in $\mathbb{R}^k$ as $B^k_r(0) := \{z \in \mathbb{R}^k : \|z\|_2 \leq r\}$, and we use $S^{n-1} := \{s \in \mathbb{R}^n : \|s\|_2 = 1\}$ to represent the unit sphere in $\mathbb{R}^n$. A generative model is a function $G : \mathcal{D} \rightarrow \mathbb{R}^n$ with latent dimension $k$, ambient dimension $n$, and input domain $\mathcal{D} \subseteq \mathbb{R}^k$. For a generative model $G$ and a set $B \subseteq \mathcal{D}$, we write $G(B) = \{G(z) : z \in B\}$. Throughout the following, we focus on the setting that $\mathcal{D} = B^k_r(0)$ and $k \ll n$. We use $\mathcal{R}(G)$ to represent the range of $G$, i.e., $\mathcal{R}(G) = G(B^k_r(0))$.

2.2. Setup

Suppose that the generative model $G : B^k_r(0) \rightarrow \mathbb{R}^n$ is $L$-Lipschitz continuous, i.e., $\|G(z_1) - G(z_2)\|_2 \leq L\|z_1 - z_2\|_2$ for any $z_1, z_2 \in B^k_r(0)$. The Lipschitzness assumption is naturally satisfied by some popular neural network generative models. For example, it is shown in [4, 34] that any fully-connected neural network generative model with bounded weights and widely-used activation functions (including Sigmoid, ReLU and Hyperbolic tangent functions) is Lipschitz continuous with the Lipschitz constant being $L = \Theta(d)$, where $d$ is the depth of the neural network.

The nonlinear observations $y_1, y_2, \ldots, y_m$ are assumed to be generated according to the SIM in (2), with $\alpha_i$ being i.i.d. realizations of $\mathcal{N}(0, \mathbb{I}_n)$ and $x \in S^{n-1}$ being the signal to estimate. We further assume that $\mu x \in \mathcal{R}(G)$, where $\mu$ is a parameter depending on the nonlinearity $f$ and is defined in (3), and $\mathcal{R}(G)$ refers to the range of $G$. Such an assumption is standard for nonlinear CS with generative priors and has also been made in [37, 65]. In this work, for the nonlinear function $f$, besides the popular assumption $\mu \neq 0$ as in (7), we only additionally assume that

$$\mathbb{E}[f(g)^4] < \infty,$$  

(8)

where $g \sim \mathcal{N}(0, 1)$ is a standard normal random variable. Under this assumption, the parameters $\mu, \xi^2, \rho^2$ and $\theta^4$ defined in (3) to (6) are all finite. The condition in (8) holds for quantized measurement models, which do not satisfy the differentiability assumption in [65]. Moreover, it does not require $f(g)$ (corresponds to each observation $y_i$) to be sub-Gaussian as assumed in [37], thus enables us to deal with more general nonlinear measurement models such as $f(x) = x^3 + \eta$ (the noisy cubic model) or $f(x) = \text{sign}(x)(x^2 + 1) + \eta$, where $\eta$ is a zero-mean random Gaussian noise term.

To reconstruct the direction of the signal $x$ from the knowledge of the measurement matrix $A \in \mathbb{R}^{m \times n}$ and the numerical results are provided in these works, even though attaining the estimators is practically difficult since the corresponding optimization problems are usually highly non-convex.
observed vector \( \mathbf{y} = [y_1, y_2, \ldots, y_m]^T \in \mathbb{R}^m \) (despite the unknown nonlinearity \( f \)), we set the estimated vector to be
\[
\hat{\mathbf{x}} = \mathcal{P}_G \left( \frac{1}{m} \mathbf{A}^T \mathbf{y} \right),
\] (9)
where \( \mathcal{P}_G(\cdot) \) is the projection operator onto \( \mathcal{R}(G) \), i.e.,
\[
\mathcal{P}_G(\mathbf{s}) = \arg \min_{\mathbf{w} \in \mathcal{R}(G)} \| \mathbf{w} - \mathbf{s} \|_2
\]
for any \( \mathbf{s} \in \mathbb{R}^n \). We refer to the reconstruction approach corresponding to (9) as OneShot to highlight its non-iterative nature, although approximating the projection step may require iterative procedures such as gradient descent.

3. Main Theorem

We have the following theorem concerning the recovery guarantee for OneShot in (9). Recall that \( \mu, \xi^2, \rho^2 \) and \( \theta^4 \) are parameters that are dependent only on the nonlinearity \( f \) and are defined in (3) to (6).

**Theorem 1.** Suppose that the observed vector \( \mathbf{y} \in \mathbb{R}^m \) is generated from the SIM in (2) with \( a_i \) being i.i.d. realizations of \( \mathcal{N}(0, \mathbf{I}_n) \), \( f \) satisfying (7) and (8), and \( \mathbf{x} \in \mathcal{S}^{n-1} \cap \frac{1}{\mu} \mathcal{R}(G) \). Let \( \hat{\mathbf{x}} \) be calculated from (9). Then, for any \( \delta > 0 \) satisfying \( L_r = \Omega(\delta n) \), we have
\[
\| \hat{\mathbf{x}} - \mathbf{x} \|_2 = O \left( \xi \sqrt{\frac{k \log \frac{L_r}{\delta}}{m}} \right),
\]
with probability at least \( 1 - e^{-\Omega(k \log \frac{L}{\rho^4} \cdot \frac{\theta^4}{m \xi^2}} - \frac{\rho^2}{\xi^2 k \log \frac{L}{\delta}} \)
\[
\| \hat{\mathbf{x}} - \mathbf{x} \|_2 = O \left( \xi \sqrt{\frac{k \log \frac{L}{\rho^4}}{m}} \right).
\] (10)

Since a typical \( d \)-layer fully-connected neural network has the Lipschitz constant \( L = n^{O(d)} \) and \( r \) can be set to be of the same order as \( L \) [4], the assumption \( L_r = \Omega(\delta n) \) is typically satisfied automatically. In addition, from the assumption (8), \( \xi \) is finite. Then, we have that the upper bound in (10) is roughly of order \( \sqrt{k \log L}/m \), which is naturally conjectured to be near-optimal according to the information-theoretic lower bounds for linear CS with generative priors [26, 38]. Perhaps the major caveat to Theorem 1 is that it assumes the accurate projection. However, this is a standard assumption in relevant works, e.g., see [35, 46, 58], and in practice both gradient- and GAN-based projections have been shown to be highly effective [52, 58].

3.1. Proof Outline of Theorem 1

The proof of Theorem 1 is outlined below, with the full details provided in the supplementary material. Let \( \mathcal{E} \) be the event that
\[
\frac{1}{m} \sum_{i=1}^{m} y_i^2 \leq 2\xi^2,
\] (11)
where \( \xi^2 \) is defined in (4). From the Chebyshev’s inequality and the definition of \( \theta^4 \) in (6), we have
\[
\mathbb{P}(\mathcal{E}^c) \leq \frac{\theta^4}{m \xi^4}.
\] (12)
Denoting \( \mathbf{P} := \mathbf{x} \mathbf{x}^T \) as the orthogonal projection onto the subspace spanned by \( \mathbf{x} \) and \( \mathbf{P}_\perp := \mathbf{I}_n - \mathbf{x} \mathbf{x}^T \) as the orthogonal projection onto the orthogonal complement. Based on standard Gaussian concentration [63, Example 2.1], we have the following important lemma, for which the proof is available at the supplementary material.

**Lemma 1.** Conditioned on the event \( \mathcal{E} \), we have that for any \( \varepsilon > 0 \) and \( \mathbf{s} \in \mathbb{R}^n \), with probability \( 1 - e^{-\Omega(\varepsilon)} \),
\[
\left| \frac{1}{m} \sum_{i=1}^{m} y_i \left( \frac{1}{m} \mathbf{P}_\perp \mathbf{a}_i, \mathbf{s} \right) \right| \leq \frac{\varepsilon}{\sqrt{m}}.
\] (13)

Then we move on to present the proof outline.

**Proof Outline of Theorem 1.** Since \( \hat{\mathbf{x}} = \mathcal{P}_G \left( \frac{1}{m} \mathbf{A}^T \mathbf{y} \right) \) and \( \mu \mathbf{x} \in \mathcal{R}(G) \), we have \( \| \frac{1}{m} \mathbf{A}^T \mathbf{y} - \hat{\mathbf{x}} \|_2 \leq \| \frac{1}{m} \mathbf{A}^T \mathbf{y} - \mu \mathbf{x} \|_2 \).
Taking square on both sides, we obtain
\[
\| \hat{\mathbf{x}} - \mu \mathbf{x} \|_2^2 \leq 2 \left( \frac{1}{m} \mathbf{A}^T \mathbf{y} - \mu \mathbf{x}, \hat{\mathbf{x}} - \mu \mathbf{x} \right).
\] (14)
Recall that \( \mathbf{P}_\perp := \mathbf{I}_n - \mathbf{x} \mathbf{x}^T \). To upper bound the right-hand side of (14), we decompose \( \frac{1}{m} \mathbf{A}^T \mathbf{y} - \mu \mathbf{x} \) as
\[
\frac{1}{m} \mathbf{A}^T \mathbf{y} - \mu \mathbf{x} = \frac{1}{m} (\mathbf{I}_n - \mathbf{x} \mathbf{x}^T + \mathbf{x} \mathbf{x}^T) \mathbf{A}^T \mathbf{y} - \mu \mathbf{x}
\] (15)
\[
= \frac{1}{m} \mathbf{P}_\perp \mathbf{A}^T \mathbf{y} + \left( \frac{1}{m} \mathbf{x} \mathbf{x}^T \mathbf{A}^T \mathbf{y} - \mu \mathbf{x} \right) \mathbf{x}.
\] (16)

Then, we obtain that
- the term \( \left| \left( \frac{1}{m} \mathbf{P}_\perp \mathbf{A}^T \mathbf{y}, \hat{\mathbf{x}} - \mu \mathbf{x} \right) \right| \) can be controlled using (12), Lemma 1, and a chaining argument [4];
- the term \( \left| \left( \frac{1}{m} \mathbf{x} \mathbf{x}^T \mathbf{A}^T \mathbf{y} - \mu \mathbf{x}, \hat{\mathbf{x}} - \mu \mathbf{x} \right) \right| \) can be controlled using the triangle inequality, and the Chebyshev’s inequality with the definition of \( \rho^4 \) in (5).

Combining the two upper bounds and simplifying terms, we obtain the desired result in Theorem 1.

3.2. Extensions of Theorem 1

In addition, we have the following corollary extending Theorem 1 in two directions. More specifically, this corollary shows that we can allow for adversarial noise that may be dependent on the measurement matrix \( \mathbf{A} \) and the existence of representation error where \( \mu \mathbf{x} \notin \mathcal{R}(G) \). It is worth noting that for the generalized Lasso approach considered in [37, 47], handling representation error is not a simple task and is left open. The proof of Corollary 1 is placed in the supplementary material.
Corollary 1. Suppose that the observed vector \( \mathbf{y} = [y_1, y_2, \ldots, y_m]^T \in \mathbb{R}^m \) satisfies
\[
\frac{1}{\sqrt{m}} \sum_{i=1}^{m} (y_i - f_i(\mathbf{a}_i, \mathbf{x}))^2 \leq \nu
\]
for some \( \nu \geq 0 \), with \( \mathbf{a}_i \) being i.i.d. realizations of \( \mathcal{N}(0, I_n) \), \( f_i \) being i.i.d. realizations of \( f, f \) satisfying (7) and (8), and \( \mathbf{x} \in S^{n-1} \). Let \( \hat{\mathbf{x}} = \mathcal{P}_G(\mu) \) be the vector in \( \mathcal{R}(G) \) that is closest to \( \mu \mathbf{x} \), and letting \( \hat{\mathbf{x}} \) be calculated from (9). Then, for any \( \delta > 0 \) satisfying \( L_{\mathcal{R}} = \Omega(\delta n) \) and \( \delta = O \left( \xi \sqrt{\frac{k \log \frac{L_{\mathcal{R}}}{\delta}}{m}} \right) \), when \( m = \Omega(k \log \frac{L_{\mathcal{R}}}{\delta}) \), we have with probability at least
\[
1 - e^{-\Omega \left( k \log \frac{L_{\mathcal{R}}}{\delta} \right)} - \frac{a^4}{m \xi^4} - \frac{\delta^2}{\xi^2 k \log \frac{L_{\mathcal{R}}}{\delta}}
\]
that
\[
\| \hat{\mathbf{x}} - \mu \mathbf{x} \|_2 = O \left( \xi \sqrt{\frac{k \log \frac{L_{\mathcal{R}}}{\delta}}{m}} + \nu + \| \hat{\mathbf{x}} - \mu \mathbf{x} \|_2 \right).
\]

4. Experiments

The proposed method is evaluated on two special cases of the SIM in (2), namely a noisy 1-bit measurement model
\[
y_i = \text{sign}(\langle \mathbf{a}_i, \mathbf{x} \rangle + e_i), \quad i \in [m],
\]
where \( e_i \) are i.i.d. realizations of \( \mathcal{N}(0, \sigma^2) \), and a noisy cubic measurement model
\[
y_i = (\langle \mathbf{a}_i, \mathbf{x} \rangle)^3 + \eta_i, \quad i \in [m],
\]
where \( \eta_i \) are i.i.d. realizations \( \mathcal{N}(0, \sigma^2) \). Note that representation error is implicitly allowed in our experiments since the image vectors are not exactly contained in the range of the generative model. For simplicity, throughout this section, we do not consider adversarial noise. Experimental results with adversarial noise and the visualization of samples generated from pre-trained generative models are presented in the supplementary material.

4.1. Implementation Details

The experiments are performed on the MNIST [30] and CelebA [36] datasets. The MNIST dataset consists of 60,000 images of handwritten digits. The size of each image in the MNIST dataset is 28 \( \times \) 28, and thus the ambient dimension is \( n = 784 \). The CelebA dataset contains more than 200,000 face images of celebrities. Each input image was cropped to a 64 \( \times \) 64 RGB image, giving \( n = 64 \times 64 \times 3 = 12288 \) inputs per image. The generative model \( G \) for the MNIST dataset is set to be a pre-trained variational autoencoder (VAE) model with latent dimension \( k = 20 \). The encoder and decoder are both fully connected neural networks with two hidden layers, with the architecture being 20 – 500 – 500 – 784. The VAE is trained by the Adam optimizer with a mini-batch size of 100 and a learning rate of 0.001 using the original training set of MNIST.

For the CelebA dataset, we choose the DCGAN [28,51] for the generative model \( G \). The architecture of the DCGAN follows that in [28] and the dimension of the input vector is set to be \( k = 100 \), with each entry being independently drawn from the standard normal distribution. We use the same training setup as in [4] to train the DCGAN on the training set of CelebA. Images that are selected from the testing sets (unseen by the pre-trained generative models) of the MNIST and CelebA datasets are used to generate 1-bit and cubic observations based on (19) and (20) respectively, with more details being listed in Table 1.

To approximate the projection step \( \mathcal{P}_G(\cdot) \), we utilize the following two methods: 1) A gradient descent method that is performed using the Adam optimizer with 100 steps and a learning rate of 0.1. Such an iterative method is also used in [34,35,46,58]. 2) A GAN-based projection method [52] that is non-iterative and much faster, for which we follow the settings in [52] to train the GAN models used in our experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \sigma )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>0.1, 0.5, 1, 5</td>
<td>25, 50, 100, 200, 400</td>
</tr>
<tr>
<td>CelebA</td>
<td>0.01,0.05,0.1,0.5</td>
<td>4000,6000,10000,15000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \sigma )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>0.1, 0.5, 1, 5</td>
<td>25, 50, 100, 200, 400</td>
</tr>
<tr>
<td>CelebA</td>
<td>0.01,0.05,0.1,0.5</td>
<td>4000,6000,10000,15000</td>
</tr>
</tbody>
</table>

More specifically, we perform the recovery tasks for the two nonlinear measurement models described in (19) and (20) using our proposed non-iterative method as in (9) (denoted by OneShot when using iterative projection, and OneShotF when using faster non-iterative projection), with comparison to some sparsity-based methods, and the method proposed in [4] (denoted by CSGM), as well as some generative model based projected iterative methods. For the sparse recovery with MNIST, we use Lasso [60] on the images in image domain with the shrinkage parameter setting to be 0.1 (denoted by Lasso). For the sparse recovery with CelebA, we use Lasso on the images in wavelet domain using 2D Daubechies-1 Wavelet Transform with the shrinkage parameter setting to be 0.00001 (denoted by Lasso-W). For the projected iterative method with 1-bit measurements, we use the method proposed in [34] (denoted by BIPG when using iterative projection, and BIFPG when using faster non-iterative projection), which is the SOTA method.
for 1-bit CS with generative priors, using the same pre-trained generative model as those described above. The corresponding formula is as follows:

$$x^{(t+1)} = P_G \left( x^{(t)} + \lambda A^T \left( y - \text{sign} \left( Ax^{(t)} \right) \right) \right). \tag{21}$$

For the projected iterative method with cubic measurements, since there is no existing method specifically designed for this case, we compare with the method proposed in [46, 58] (denoted by PGD when using iterative projection, and FPGD when using faster non-iterative projection), although it is designed for linear CS with generative priors. We also use the same pre-trained generative model as those described above. The corresponding formula is as follows:

$$x^{(t+1)} = P_G \left( x^{(t)} + \lambda A^T \left( y - Ax^{(t)} \right) \right). \tag{22}$$

For BIPG (or BIFPG) and PGD (or FPGD), we set the step size as $\lambda = 1/m$, the initial vector as $x^{(0)} = 0$, and the total number of iterations as $T = 30$. All experiments are run using Python 3.6 and TensorFlow 1.5.0, with a NVIDIA GeForce GTX 1080 Ti 11GB GPU. To reduce the impact of local minima, we perform 10 random restarts, and choose the best among these. The cosine similarity refers to the inner product between the signal $x$ and the normalized output vector of each recovery method, and it is averaged over both the testing images and these 10 random restarts.

4.2. Recovery Results from 1-bit Measurements

The reconstructed images of the MNIST dataset from 1-bit measurements are shown in Figure 2, where we consider two settings with $\sigma = 1.0, m = 200$ and $\sigma = 0.1, m = 400$. In addition, we provide quantitative comparisons according to cosine similarity. To illustrate the effect of the sample size $m$, the cosine similarity in terms of $m \in \{25, 50, 100, 200, 400\}$ for MNIST reconstruction is plotted in Figure 3a, with fixing $\sigma = 1$. In addition, to illustrate the effect of the noise level $\sigma$, the cosine similarity in terms of $\sigma \in \{0.1, 0.5, 1.5\}$ for MNIST reconstruction is plotted in Figure 3b, with fixing $m = 200$. We observe the following from Figures 2 and 3:

- Lasso and CSGM attain poor reconstructions.
- OneShot and BIPG significantly outperform all other methods, with the reconstruction performance of OneShot being slightly better than BIPG, though OneShot is non-iterative and performs much faster than BIPG (cf. Table 2).
- OneShot outperforms OneShotF and BIPG outperforms BIFPG, which amount to showing that at least for the MNIST dataset, the faster computation of the GAN-based projection step comes at the price of worse reconstruction.

The reconstructed images of the CelebA dataset from 1-bit measurements are shown in Figure 4, where we consider two settings $\sigma = 0.01, m = 4000$ and $\sigma = 0.05, m = 10000$. To illustrate the effect of the sample size $m$, the cosine similarity in terms of $m \in \{4000, 6000, 10000, 15000\}$ for CelebA reconstruction is plotted in Figure 5a, with fixing $\sigma = 0.01$. In addition, to illustrate the effect of the noise level $\sigma$, the cosine similarity in terms of $\sigma \in \{0.01, 0.05, 0.1, 0.5\}$ for CelebA reconstruction is plotted in Figure 5b, with fixing $m = 4000$. We observe the following from Figures 4 and 5:

- Lasso-$W$ and CSGM almost fail to recover the images, although the cosine similarities corresponding to Lasso-$W$ are unusually high.
- The recovered images by BIPG and BIFPG are not plausible.
- Our proposed methods OneShot and OneShotF obtain much better reconstruction compared to all other methods. It is worth noting that the non-iterative approach OneShot (or OneShotF) significantly outperforms the projected iterative approach BIPG (or BIFPG). While this is a bit counter-intuitive, similar results concerning sparse priors have been reported in [71, Figures 1 to 3], showing that for synthetic data, a non-iterative approach leads to better recovery performance when compared with a sparse counterpart to BIPG.

![Figure 2](image)

(a) $\sigma = 1.0$ and $m = 200$  (b) $\sigma = 0.1$ and $m = 400$

Figure 2. Examples of reconstructed images from 1-bit measurements on the MNIST images.

4.3. Recovery Results from Cubic Measurements

The reconstructed results from cubic measurements for the MNIST dataset are shown in Figure 6, and quantitative comparisons in terms of cosine similarity are presented in Figure 7. From Figures 6 and 7, we observe that OneShot outperforms all other competing methods (including OneShotF and PGD) by a large margin. The reconstructed results from cubic measurements for the

---

Note that for 1-bit CS, it is very practical to set $m > n = 12288$ since 1-bit measurements can be taken at extremely high rates [71].
CelebA dataset are shown in Figure 8, and quantitative comparisons in terms of cosine similarity are presented in Figure 9. From these two figures, we observe that CSGM almost totally fails to recover the images, and OneShot and OneShotF can still obtain high-quality reconstructed images that are much better than those of Lasso-W. In particular, we observe that OneShot performs on par with PGD, for which the first iterative step reduces to OneShot when setting the initial vector $x^{(0)} = 0$ and the step size $\lambda = 1/m$. This reveals that for PGD, one iterative step may be sufficient, and subsequent iterations will not lead to significant better reconstruction.

### 4.4. Running Time

The running times shown in Table 2 illustrate that compared to using gradient-based iterative projection, using GAN-based non-iterative projection leads to much faster computation. OneShot is slower than sparsity-based recovery methods because approximating the projection step is time-consuming. However, since OneShot only requires one projection, it is much faster than the generative model based projected iterative methods BIPG and PGD. Furthermore, recall that from the numerical results, we observe that OneShot mostly achieves better reconstruction performance compared to that of BIPG and PGD, as well as that of CSGM and sparsity-based recovery methods.

### 5. Conclusion and Future Work

In this paper, we propose a non-iterative approach for nonlinear CS with SIMs and generative priors. We make the assumption (8) for the nonlinear function $f$, and this enables us to study both the noisy 1-bit (this cannot be handled by [65] due to the differentiability assumption) and cubic (this cannot be handled by [37] due to the sub-Gaussianity assumption for the observations) measurement models. We show that our approach attains the near-optimal statistical rate $O(\sqrt{k \log L}/m)$. We also show via extensive numerical experiments that our approach is efficient and leads to better reconstruction compared to various baselines.

Possible extensions include 1) providing a matching information-theoretic lower bound for CS with SIMs and generative priors; 2) extending to the case that the measurement vectors $a_i$ are i.i.d. realizations of $\mathcal{N}(0, \Sigma)$ with an unknown covariance matrix $\Sigma$, instead of the current assumption that $a_i$ are i.i.d. realizations of $\mathcal{N}(0, I_n)$; 3) training generative models [17,27,54,55] that are more advanced compared to the DCGAN.
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(a) Fixing $\sigma = 0.01$ and varying $m$
(b) Fixing $m = 4000$ and varying $\sigma$

Figure 5. Quantitative comparisons according to the cosine similarity for 1-bit measurements on CelebA images.

(a) $\sigma = 1$ and $m = 200$
(b) $\sigma = 0.1$ and $m = 400$

Figure 6. Examples of reconstructed images from cubic measurements on MNIST images.

(a) Fixing $\sigma = 1$, varying $m$
(b) Fixing $m = 200$, varying $\sigma$

Figure 7. Quantitative comparisons according to the cosine similarity for cubic measurements on MNIST images.

(a) $\sigma = 0.01$ and $m = 4000$
(b) $\sigma = 0.05$ and $m = 10000$

Figure 8. Examples of reconstructed images from cubic measurements on CelebA images.

Table 2. The averaged time cost (secs) per reconstruction.

<table>
<thead>
<tr>
<th></th>
<th>1-bit</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MNIST $m = 200$</td>
<td>CelebA $m = 4000$</td>
<td>MNIST $m = 200$</td>
<td>CelebA $m = 4000$</td>
<td></td>
</tr>
<tr>
<td>Lasso</td>
<td>0.12</td>
<td></td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lasso-W</td>
<td>/</td>
<td>12.81</td>
<td>/</td>
<td>16.27</td>
<td></td>
</tr>
<tr>
<td>CSGM</td>
<td>0.63</td>
<td>185.26</td>
<td>0.79</td>
<td>186.54</td>
<td></td>
</tr>
<tr>
<td>BIPG</td>
<td>14.30</td>
<td>2589.11</td>
<td>/</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>BIFPG</td>
<td>0.54</td>
<td>8.93</td>
<td>/</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>PGD</td>
<td>/</td>
<td>/</td>
<td>12.74</td>
<td>2539.24</td>
<td></td>
</tr>
<tr>
<td>FPGD</td>
<td>/</td>
<td>/</td>
<td>0.83</td>
<td>8.09</td>
<td></td>
</tr>
<tr>
<td>OneShot</td>
<td>0.34</td>
<td>130.63</td>
<td>0.61</td>
<td>128.89</td>
<td></td>
</tr>
<tr>
<td>OneShotF</td>
<td>0.03</td>
<td>0.61</td>
<td>0.03</td>
<td>0.66</td>
<td></td>
</tr>
</tbody>
</table>

(a) Fixing $\sigma = 0.01$ and varying $m$
(b) Fixing $m = 4000$ and varying $\sigma$

Figure 9. Quantitative comparisons according to the cosine similarity for cubic measurements on CelebA images.
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