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Abstract

Domain Adaptive Object Detection (DAOD) models a
joint distribution of images and labels from an annotated
source domain and learns a domain-invariant transforma-
tion to estimate the target labels with the given target do-
main images. Existing methods assume that the source do-
main labels are completely clean, yet large-scale datasets
often contain error-prone annotations due to instance am-
biguity, which may lead to a biased source distribution and
severely degrade the performance of the domain adaptive
detector de facto. In this paper, we represent the first ef-
fort to formulate noisy DAOD and propose a Noise Latent
Transferability Exploration (NLTE) framework to address
this issue. It is featured with 1) Potential Instance Min-
ing (PIM), which leverages eligible proposals to recapture
the miss-annotated instances from the background; 2) Mor-
phable Graph Relation Module (MGRM), which models the
adaptation feasibility and transition probability of noisy
samples with relation matrices; 3) Entropy-Aware Gradi-
ent Reconcilement (EAGR), which incorporates the seman-
tic information into the discrimination process and enforces
the gradients provided by noisy and clean samples to be
consistent towards learning domain-invariant representa-
tions. A thorough evaluation on benchmark DAOD datasets
with noisy source annotations validates the effectiveness of
NLTE. In particular, NLTE improves the mAP by 8.4% un-
der 60% corrupted annotations and even approaches the
ideal upper bound of training on a clean source dataset. '

1. Introduction

Recent years have witnessed great progress in domain
adaptive object detection (DAOD) [6, 17,19,23,38,47,49,
57,58]. Tt alleviates the performance drop of the detectors
when applied to unseen domains due to the domain shift.
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ICode is available at https://github.com/CityU-AIM-Group/NLTE.
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Figure 1. Examples of noisy annotations in Cityscapes dataset.
Miss-annotated samples: The bicycle in (a); the rider and car in
(c). Class-corrupted samples: The rider and bicycle are labeled
as person in (a); the motorcycle is labeled as bicycle in (b).

Most DAOD methods are constructed with domain adver-
sarial training [ 0], in which a domain classifier is proposed
to train the feature extractor to perform a domain-invariant
transformation of images from different domains. However,
existing methods are all built with an ideal condition that
a clean source domain is accessible, which is impractical
in many real-world applications [22,26]. The annotations
can be noisy due to various reasons, including ambiguous
objects caused by occlusion or obscureness, limited crowd-
sourcing or labeling time, low quality labeled web-crawled
images, etc. [8,30] Frustratingly, the noisy class annotations
occur frequently, even in benchmark DAOD source datasets
such as Cityscapes, as shown in Fig. 1. The noisy annota-
tions can be categorized into two groups: miss-annotated
instances (Fig. 1 (a), (c)) and class-corrupted instances
(Fig. 1 (a), (b)). More specifically, it has been studied that
addressing the classification error is critical to the detec-
tor [2, 53], thus the noisy class labels in the source dataset
could severely damage the domain adaptive detectors.

The intuitive solution for solving the noisy DAOD prob-
lem is to combine approaches in learning with noisy la-
bels for classification and domain adaptive object detec-
tion. However, this direct combination may encounter sev-
eral challenges. Firstly, existing methods in learning with
noisy labels for image classification [13, 35, 45] minimize
or totally filter out the impact of noisy annotated samples
during training the network. While in DAOD, the source
images with noisy labels are still useful for aligning with
target domain as the domain discriminator is class-agnostic,
and the target images could benefit source dataset denois-
ing in reverse. If source samples with rich domain-specific
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Figure 2. Performance comparison of baseline domain adaptive
detector DAF [6], adding noise-robust learning method SCE [45],
and adding the proposed NLTE under different noisy rates in Pas-
cal VOC & Noisy Pascal VOC — Clipart1k.

information are filtered out by these methods, the adap-
tation process will be seriously affected [52]. Secondly,
these methods are designed for datasets that are corrupted
by class-conditional noise between foreground categories
with approximately balanced distributions [29, 45, 56, 59],
while noisy DAOD contains diversified noise and imbal-
anced foreground-background ratio, thus is more compli-
cated and intractable via these methods. Finally, the essen-
tially differed optimization perspective between detection
and classification (i.e., the detection task requires multiple
losses to work synergistically) [24] makes it non-trival to
extend existing noise-robust approaches into DAOD frame-
works. Hence they could suffer from underfitting [29] and
require elaborately tuning when adopted to the detection
framework. We adopt the noise-robust learning approach
SCE [45] into the domain adaptive object detector DAF [0]
and display the results in Fig. 2. Although mAPs are im-
proved under large noisy rates, SCE severely affects the de-
tector under clean scenario and low noisy rates, which is
undesirable for real world applications.

To address the critical yet undeveloped noisy DAOD
issue, we propose a novel Noise Latent Transferability
Exploration (NLTE) framework to simultaneously address
the negative impact caused by miss-annotated and class-
corrupted samples, which facilitates the training of domain
adaptive object detectors under noisy source annotations.
Specifically, to mine potential miss-annotated samples for
enriching the source semantic features, we propose Po-
tential Instance Mining (PIM), which looks into the back-
ground proposals and dynamically recaptures eligible in-
stances according to their prediction uncertainty. Secondly,
considering that the latent domain-related knowledge and
semantic information of class-corrupted samples are im-
portant and attainable for domain alignment, we propose
a Morphable Graph Relation Module (MGRM) to leverage
their transferable representations for progressively enhanc-
ing the discrimination ability of the model. We first conduct
intra-domain feature aggregation with morphable graphs,
then generate a global relation matrix which is updated by
the aggregated node features to model the class-wise tran-

sition probability across domains. Afterwards, local rela-
tion matrices are built to explore the alignment feasibility of
noisy samples, and the transition probabilities of noisy sam-
ples are regularized by the global relation matrix. Finally,
as both miss-annotated and class-corrupted noises are con-
tributive to learn domain-invariant representations, we pro-
pose an Entropy-Aware Gradient Reconcilement (EAGR)
strategy for harmonizing the adaptation procedure of noisy
and clean samples. It affiliates class confidence into the dis-
criminator, then enforces the gradients of clean and noisy
samples to be consistent towards a domain-invariant direc-
tion. Experiments are conducted on both synthetic noisy
datasets and real-world scenarios. NLTE outperforms var-
ious possible baselines, which validates its effectiveness.
With 60% noisy rate, NLTE can significantly improve the
mAP of the baseline domain adaptive detector by 8.4%, and
only drops by 2% when compared with the clean scenario.

2. Related Works
2.1. Learning with Noisy Annotations

To train a robust model under noisy annotations, differ-
ent methods have been proposed and can be approximately
divided into three categories. The first category is loss cor-
rection or adjustment methods [1,14,35,36,40,42,51]. They
tried to adjust the loss for each training sample or discard
unreliable samples. However, they are prone to false cor-
rections which may further affect the training process, and
will suffer from limited eligible data under a high noisy
rate. The second is to design symmetric losses that are ro-
bust to noise [11,29,45,56,59]. Generalized Cross Entropy
(GCE) [56] combined the merit of MAE [11] and cross en-
tropy loss. Symmetric Cross Entropy (SCE) [45] utilized a
weighted summation of the cross entropy loss and the re-
verse cross entropy loss to make the classification loss sym-
metric. However, they may only capable to handle certain
noisy rates and could collapse under clean scenarios, mean-
while need arduous tuning when applied to the detection
task which requires multi-task learning. The last category
is to learn a noise transition matrix to rectify the predic-
tions with extra network components [12,25,48,54]. Xia et
al. [48] approximated the instance-dependent matrix for an
instance by a combination of the matrix for the parts of the
instance. Li ef al. [25] consistently estimated the transition
matrices without anchor points. However, these methods
are based on the assumption that the labels have strong cor-
relations and are designed for ad-hoc situations, such that
they are not suitable for the noisy DAOD scenario.

2.2. Domain Adaptive Object Detection

Unsupervised domain adaptive object detection has been
widely utilized for narrowing down the domain gaps be-
tween labeled source data and unlabelled target data [5, 6,

14208



,17,19,38,47,49,57,58]. Chen et al. [6] initially used
image-level and instance-level adaptations jointly to reduce
the domain gap. Xu et al. [49] aligned local prototypes
and designed a class-reweighted contrastive loss for bridg-
ing the domain gap. Zhao et al. [57] designed an auxiliary
multi-label learning branch for incorporating class to ensure
consistent category information between domains. Wu et
al. [47] disentangled domain-invariant and domain-specific
representations based on vector decomposition. However,
all previous works assume the source data is clean thus
the source category information is reliable for adaptation,
while we propose to achieve domain adaptive object detec-
tion with a noisy annotated source dataset.

2.3. Learning with Noisy Annotations for Instance
Recognition

Chadwick and Newman [4] improved the co-teaching
[14] framework for training the object detector with noisy
labels. Yang et al. [50] described different roles of noisy
class labels in the instance segmentation task and used cross
entropy or symmetric losses to train them. Li ez al. [24] uti-
lized the outputs of two diverged classifiers to rectify the
bounding boxes and class labels, then trained the model
with the corrected labels. However, the previous works at-
tempted to train noise-robust detectors within the same do-
main, while we propose to tackle the problem of perfor-
mance deterioration caused by the noisy annotations in the
source dataset in the DAOD setting and achieve robust do-
main adaptive detection.

3. Methodology
3.1. Overview

Problem setting. In noisy DAOD, we are given noisy la-
beled source dataset D* = {zf, (y°,7°)i }.\, and unlabeled
target dataset D¢ = {x!} . The labels y*, §* both contain
box and class annotations, and source and target domains
share an identical label space. However, the class annota-
tions in ¢° contain noise. The objective is to learn a domain-
adaptive object detector that can detects objects in D?.
How label noise affects domain adaptive object detec-
tion. For a domain adaptive detector, it attempts to learn a
transformation v that aligns the conditional distributions of
image variable X and label variable Y from different do-
mains, such that P! Xyt = P,j(XS lys- Then with the
P% .y« estimated from D? and the distribution of the drawn
samples from P5 ., P4, we are able to estimate P}, which
is the marginal class distribution in the target domain. How-
ever, if the source dataset is noisy, then P{',t is computed
based on a biased joint distribution ]5;5{,5 and the learned
transformation © will degrade the performance of domain
adaptive object detection.

Concept of the proposed method. Although correcting

all noisy labels in the source domain could fully recover
the detection performance, it is unattainable practically and
may not be optimal for achieving effective domain adap-
tation. To this end, we build a detection framework that
jointly mines miss-annotated samples for recapturing miss-
ing semantics and explores the intrinsic positive impact
on improving the generalization ability of the detector for
class-corrupted samples rather than intuitively correcting
the noisy annotations, which is illustrated in Fig. 3.

3.2. Potential Instance Mining

As miss-annotated samples may cause semantic defi-
ciency and limited domain-invariant representations, we
propose PIM to recapture potential foreground instances
from background in virtue of the Region Proposal Network
(RPN). As RPN is class-agnostic, the predicted objectness
score of each proposal represents the uncertainty of the ex-
istence of an object within the proposal. Therefore, if the
proposals have larger objectness scores than thresholds and
no intersection with the ground truth boxes, we select them
as eligible candidate proposals P

P = {p, | obj(p,) > 7,p; ¢ P*, ;10U (p;,p;) = 0},

6]
where 7 is the threshold. PIM is also utilized itn the tar-
get domain to mine confident positive samples P for more
effective domain alignment. Through the PIM mecha-
nism, only highly-confident proposals are preserved such
that missing objects would get recaptured, which simulta-
neously increases the number of correctly labeled instances
for enhancing the discrimination ability and enriches the di-
versity of source semantic features.

3.3. Morphable Graph Relation Module

To explore the embedded domain knowledge and seman-

tic information within class-corrupted samples, we propose
MGRM to model the adaptation feasibility and transition
probability of these samples. It regularizes the category-
wise relations between noisy local prototypes and global
prototypes with morphable graphs. The graphs are built
upon features from original proposals generated by RPN
P#, P! and proposals explored by PIM ?S,?t. We omit
the domain superscript for clearer explanation if the opera-
tions are conducted on both domains.
Intra-domain graph feature aggregation. Given pro-
posals P € RYXP « [P P} after PIM, we first con-
struct them as intra-domain undirected graphs G = {V, £}.
Specifically, the vertices correspond to the proposals within
each domain, and the edges are defined as the feature cosine
similarity between them (e;;r = m). Afterwards,
we apply intra-domain aggregation to enhance the feature
representation within each domain, shown as follows:

Pi < U( > (wipiew +Pi))» pieP, (2
i’ €Neighbour(t)
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Figure 3. Overview of our NLTE framework, which includes PIM, MGRM and EAGR. (©) is the concatenation operation.

where the Neighbour(¢) denotes the proposals within the
same domain as %, ¢ is an activation function, and w; is a
learnable weight that maps the original feature dimension D
to D’. After the aggregation, proposals that share the com-
mon features could improve the feature representation and
generate robust proposal features P with enhanced adaptive
contexts within each domain.

Global relation matrix construction. To model the se-
mantic relationship and effectively explore the category-
wise transition probability between source and target do-
mains, we introduce a global relation matrix that represents
the category-wise affinity between domains. Specifically,
considering the source dataset contains noisy annotations
and the target dataset is unlabeled, we first utilize confi-
dent proposals after aggregation P to assemble as batch-
wise prototypes, which correspond to the class-wise feature
centroids:

1
c
{5(u)}u:1 = WP@')) Z

y'=u

Py’ 1) €P @)
where Card is the cardinality and gy’ is the most confi-
dent category. Then, the correspondence between local and
global prototypes is characterized according to their seman-
tic correlation, and an adaptive update operation for gener-
ating global prototypes {B(, }i_; and {B{,}{_; is con-
ducted:

Py, (3)

c
{Bu oz = Z (1= T(m,uw)) Bem) + Tm,w) By, (4)
m=1
where 7, ) is the cosine similarity between the m-th
batch-wise prototype and the u-th global prototype. With
this adaptive update process, the representation of global

prototypes {B¢,,}i_ and {B{,)}{_; can be strengthened

via robust and compact batch-wise local features. Finally,
the global relation matrix IT € R is constructed by the
cosine similarity between the prototypes, where each entry
Ty, represents the affinity between the u-th prototype in the
source domain and the v-th prototype in the target domain.
Transition probability regularization. During align-
ment, the class-wise domain knowledge of class-corrupted
samples are inequilibrium with correctly-labeled samples.
To mitigate this, the transition probabilities of the class-
corrupted samples are expected to be regularized by the in-
trinsic class-wise correspondence between source and target
domain. Therefore, we directly extract noisy source pro-
posals features from f’fg) regarding to their corresponding
noisy labels g, and generate noisy source local prototype
similar to the batch-wise prototypes in Eq. (3):

i 1
{Bin = = 5s Yo By O
C’ard(P(g)) =

B{5,)€P )

Then, we build local relation matrix Z € RE*C between
B(Su) and B’(fv) to model the transferability of noisy source
samples. Each entry is the class-wise transition probabil-

Bty Bl
188,y 12 1B, ll2”
such transition probability between local relation matrix
and global relation matrix:

1
L:mgrm = ; Z |Zr*77r|,

rel(Z)

ity 2y, = We use /1 loss to regularize

(6)

where 1(Z) refers to the non-zero columns within Z, which
indicates the existence of the r-th category within the
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batch. Different from other methods that build category-
wise graphs [44, 58] or maintain batch-wise graphs with
fixed shapes [49] to model the relationship between source
and target domains, our proposed MGRM combines the
semantic knowledge between source and target domains,
and use it to regularize the transition probability of noisy
features implicitly. Therefore, the transferable representa-
tions of feasible adapted noisy samples can be extracted for
achieving effective semantic alignment.

3.4. Entropy-Aware Gradient Reconcilement

Given noisy annotated source domain data D?, it implic-
itly comprises a clean subset D%, = {zf,y7}N" and a
subset with both miss-annotated and class-corrupted sam-
ples D7, = {3, gj;}l _*, which are drawn from the clean

and noisy joint distributions P%.y-. and P)S( oy+» Tespec-
tively. To magnify the effect of learning domain-invariant
representations within D7 ,,, we propose an Entropy-Aware
Gradient Reconcilement (EAGR) strategy, which first affili-
ates the class confidence information into the discrimination
process, then enforces the gradients of noisy samples to be
consistent with the clean ones.

Entropy-aware alignment. To alleviate the performance
deterioration on the target domain, the domain adaptive de-
tector conducts a min-max game to yield a saddle-point so-

lution (éf? dieta Q?)dis) :
(d;fv diet) = arg min Cdet - ﬁdisv

frPdet

(sf;dis) = argmin Lg;s, "

(z)dis

where é s q@det, and diis refer to the optimal parameters
of the feature extractor, the detector, and the discrimina-
tor respectively, which compose the entire domain adaptive
detection framework gZ; However, the noisy labels in the
source domain will cause an incompatible optimation be-
tween (¢¢, @aer) and (¢a;s) as the discriminator is class-
agnostic, resulting in an insufficient upper boundary of the
source risk [28,43]. A natural solution is to directly map
category onto features for discrimination [28, 57], but it
could further magnify the effect of noisy labels under the
noisy DAOD setting if the detector is biased. Hence, we
build an entropy-aware discriminator to alleviate this ef-
fect. Specifically, for each source and target proposal fea-
ture p; € P5 p! € P! and their corresponding logits
ns € n®,n € ' generated with ¢4.¢, we concatenate them
and feed into a discriminator QSL%;‘GR, as shown in Fig. 3(c).
The loss function of the discriminator is written as:

LG = Z 2log (¢35 (0} © m)))+

(1- Z)log(qdei?GR(pE ©n')),
where z refers to the domain label, which is 1 for source
and O for target. Considering the entropy criterion H () =

®)

- Zle 17y log(n,,) that quantifies the uncertainty of clas-
sifier predictions, the concatenated logits are softly condi-
tioned on the pooled Rol features [21,31,34] to implicitly
associate each instance to several most related categories.
Hence, category information is preserved for discrimina-
tors in aligning class-wise semantic features within each do-
main, meanwhile providing entropy-aware gradients for the
subsequent gradient concilement process.

Gradient reconcilement. Given a domain adaptive detec-
tor with parameters ¢ and objective function £, we have
gradients for different roles of the proposals:

s g L2, y°); 9]

cln — HxseDy,, 8¢) )

s OL[(z*,5°); ¢]

Gope = Buvepy, = g ©)
OL[(x"); 4]
t = E t t ’

G rteD a¢ )

where G7,., Gy G! are the gradients provided by clean

proposals, noisy proposals, and target proposals, respec-
tively. After the entropy-aware alignment, the gradients
Sim» Gy and G* are conditioned to the class-wise in-
formation provided by both noisy labels and the entropy
of classifier predictions. C0n51der1ng that both Gcln and
G? optimize the feature extractor (b + and detector ¢det in
the direction towards learning domain-invariant representa-
tions, the value of their inner product G%,,, - G* is expected
to be sufficiently large. Nevertheless, the direction of G7,,
could not be determined as they are produced by noisy sam-
ples. To reliably characterize the domain-invariant portion
within G7,;, we simultaneously maximize Gy, - G¢;,, and
opt - G' to encourage the direction of gradients provided
by noisy and clean samples to be consistent. Thus, we are
expected to maximize the summation of the above terms:
arg  max

G- Gope + G- G+ G- GY). (10
¢f¢¢deta¢dis( cln t+ cin’ + cpt” ) (10)

As we cannot directly optimize Eq. (10) with SGD as clean
and noisy gradients cannot be explicitly split, meanwhile
computing the Hessians (second order derivatives) is com-
putational prohibitive, inspired by [33,41], we utilize the
first-order meta update of the network as an approximation,
which could maximize the above inner product between
gradients over iterations and avoid splitting G7;,, and G¢,;

(Of, Daet) < (b7, baet) + MAdf, Adaet), (11)

where (AQNS s Agz@det) denotes the residual of the parameters
before and after multi-step training of the network and A
is the meta weight. The detailed proof of the approxima-
tion is provided in the supplementary. With EAGR, the se-
mantic and discrimination information are harmonized into
the backpropagation process, and the gradients of distinct
samples are encouraged to achieve coherence. Therefore,
both clean and noisy samples would be contributive towards
learning a domain-invariant object detector.
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Table 1. Results (%) of Pascal VOC and Noisy Pascal VOC with different noisy rates (NR) — Clipartlk.

Pascal VOC & Noisy Pascal VOC — Clipartlk

NR | Methods ‘ aero beycle bird boat bottle bus car cat chair cow table dog hrs bike prsn plnt sheep sofa train tv ‘ mAP Imprv.
DAF |290 451 333 258 286 480 39.8 123 353 503 229 174 334 338 592 448 207 260 453 49.6| 350 0.0
+SCE | 265 464 359 243 309 383 349 3.1 31.7 498 182 178 252 454 539 430 157 264 433 393|325 -25
0% +CP 303 492 298 332 341 458 41.1 97 358 50.7 23.6 144 31.7 369 546 458 186 299 448 435|352 402
+GCE | 319 532 279 258 31.0 419 393 43 345 46.7 181 184 302 39.1 550 44.1 181 21.1 432 407|332 -1.8
+NLTE | 39.1 503 33.6 347 350 405 442 59 368 458 231 173 31.8 395 60.7 454 179 284 490 513 365 +1.5
DAF | 340 39.1 320 273 322 393 389 29 349 449 206 142 30.8 366 538 438 17.6 23.6 428 46.1 | 32.8 0.0
+SCE | 233 423 331 273 288 424 351 4.0 330 442 146 194 270 409 51.1 452 149 258 41.6 348|315 -13
20% +CP 293 39.6 29.1 28.0 294 342 424 39 350 394 212 125 322 389 572 430 186 279 402 450|323 -05
+GCE | 24.0 422 324 294 315 455 399 6.7 365 380 167 153 304 379 53.6 441 135 246 469 437|326 -02
+NLTE | 33.1 475 355 282 337 538 438 42 342 484 193 146 297 472 571 425 177 277 400 445|351 +23
DAF | 245 394 291 269 328 465 400 47 361 420 213 106 27.8 373 528 397 175 269 360 462|319 00
+SCE | 179 429 297 21.8 269 415 342 82 29.1 388 193 192 289 486 50.7 425 106 204 41.6 403|306 -1.3
40% +CP 240 409 31.1 220 312 33.0 408 44 346 368 185 13.8 29.6 413 51.7 386 142 278 260 378|299 -20
+GCE |27.0 362 31.1 260 338 429 412 26 370 453 190 172 33.0 429 546 457 17.6 214 419 49.1 | 333 +14
+NLTE | 32.8 455 308 29.8 357 432 430 64 327 459 19.8 108 31.1 434 564 433 196 248 425 439 341 +22
DAF | 294 335 297 290 277 395 380 27 319 415 198 129 302 37.0 49.7 372 128 255 408 442|306 00
+SCE | 222 440 313 280 298 487 31.6 11.0 29.1 30.7 197 92 258 559 519 413 57 21.8 49.0 349 | 31.1 405
60% +CP 322 4211 315 263 319 424 405 27 318 452 200 122 265 38.1 51.1 423 11.0 256 384 414|317 +1.1
+GCE |26.7 433 330 286 338 51.8 380 63 338 41.7 222 139 334 449 531 439 145 228 38.6 437|333 +2.7
+NLTE | 33.0 519 322 31.7 299 39.7 436 110 364 407 27.0 11.8 303 353 559 422 208 30.1 345 412|340 +34
DAF | 282 340 29.6 20.8 277 450 344 14 315 341 199 93 262 333 460 374 175 204 30.6 419 | 285 0.0
+SCE | 195 329 289 231 343 506 315 43 295 359 195 126 239 562 526 380 82 21.7 41.8 355|300 +1.5
80% +CP 252 361 275 298 325 29.1 343 32 314 377 223 7.6 304 365 46.8 354 199 270 29.6 39.1 | 291 +0.6
+GCE | 258 328 292 21.1 288 500 335 13 289 341 217 7.7 272 468 501 379 73 202 425 360 | 29.1 +06
+NLTE | 36.0 454 335 303 273 405 406 26 283 51.7 204 95 308 43.1 566 421 177 233 312 384|325 +4.0

3.5. Framework Optimization

The framework is trained with the following objective
function:

L= Edet + )\mgrm‘cmgrm + EdDz?F + Ei?GRa (12)
where L;.¢ denotes the loss of Faster R-CNN [37] which

consists of RPN loss and RCNN loss. C{%‘S“F contains the
discrimination components in DAF [6]. Hereafter, we adopt
meta update in Eq. (11) for achieving gradient reconcile-
ment. During inference, the input images are consecutively
fed into (¢, Pqet) to obtain the detection results.

4. Experiments

In this section, we first introduce the experimental setup
of synthetic noise and real-world noise, then compare NLTE
with the baseline DAF [6] and equipping different noise-
robust training approaches [35,45,56]. Also, NLTE is com-
pared with existing DAOD methods [3,6,19,27,32,46,47,
] on the real-world noise setting.

4.1. Experimental Setup
4.1.1 Datasets

Pascal VOC & Noisy Pascal VOC. Pascal VOC [9] con-
tains 16,551 images with 20 distinct object categories. As it
contains few instances per image and has been extensively
verified by human annotators, we consider it as a clean
dataset with no noise. Based on the clean Pascal VOC, we
randomly add synthetic label noise with different rates to

mimic the annotation mistakes. Specifically, we randomly
select a portion of samples and substitute them to another
random label. Note that if a label is substituted to back-
ground, the corresponding instance is directly removed.
Clipartlk & Watercolor2k. Clipartlk [20] contains 1k
graphical images and shares the same 20 categories as Pas-
cal VOC. All images are used for both adversarial training
and testing. Watercolor2k [20] shares 6 common categories
as the Pascal VOC dataset. We use the 1k training set for
adversarial training and the remaining 1k for testing.
Cityscapes & Foggy Cityscapes. Cityscapes [7] contains
2,975 images for training and 500 images for validation.
As shown in Fig. 1, Cityscapes dataset contains noisy an-
notations itself, so we treat it as noisy annotated and di-
rectly use the training set as the source domain. Foggy
Cityscapes [39] is a fog-rendered Cityscapes dataset and we
follow [6, 19,23,49] to use the validation set as the target
domain. As the validation set only contains 500 images, we
manually check all images and consider it as a clean dataset.

4.1.2 Training Details

For all experiments, DA Faster R-CNN (DAF) [6] with
backbone ResNet-50 [15] is utilized as our baseline UDA
object detector. SGD optimizer is used for training the
model for 7 epochs, with an initial learning rate 1 x 103
and decays by 0.1 after 5 and 6 epochs. Following the com-
mon practice [23, 38], we resize the shorter side of the im-
age to 600 during both training and testing unless specified.
Amgrm 1s set to 0.1. Experiments are conducted on NVIDIA
V100 GPUs and PyTorch is used for the implementation.
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Table 2. Results (%) of Pascal VOC and Noisy Pascal VOC with
different noisy rates (NR) — Watercolor2k.

Table 3. Results (%) of Cityscapes — Foggy Cityscapes. T denotes
larger training and testing scales.

Pascal VOC & Noisy Pascal VOC — Watercolor2k

Cityscapes — Foggy Cityscapes

NR ‘Melhods ‘ beycle bird car cat  dog prsn  mAP Imprv.

DAF 658 404 353 30.0 215 441 396 0.0
+SCE 653 369 383 258 189 432 379 -1.7
0% +CP 67.1 39.1 345 272 229 453 394 -0.2
+GCE 673 370 397 219 213 464 389 -0.7
+NLTE 737 369 399 268 226 453 409 +13

DAF 69.1 365 258 31.0 161 449 372 0.0
+SCE 624 426 332 322 185 465 392 420
20% +CP 72 36,5 21.3 183 21.1 415 351 -2.1
+GCE 62.7 425 401 262 188 449 392 420
+NLTE 737 371 353 281 212 445 400 +28

DAF 68.0 329 205 198 13.6 394 324 0.0
+SCE 645 366 378 14.1 140 428 350 +2.6
40% +CP 66.0 366 17.8 240 182 398 337 +13
+GCE 643  40.0 347 213 190 438 372 +48
+NLTE 7577 372 325 22,6 243 431 392 +6.8

DAF 586 356 167 188 11.5 40.1 30.2 0.0
+SCE 68.1 363 31.8 219 197 413 365 +63
60% +CP 68.4 303 240 228 9.6 387 323 421
+GCE 737 330 287 243 204 412 369 +6.7
+NLTE 69.5 354 274 284 198 515 38.6 484

DAF | 568 367 156 190 148 378 301 00
+SCE | 694 374 226 243 166 346 342 44l
0% | +CP | 49.1 361 166 137 101 369 271 3.0
+GCE | 628 343 145 134 107 406 294 07
+NLTE | 727 414 6.6 305 141 479 356 455

4.2. Synthetic Noise

Pascal VOC & Noisy Pascal VOC — Clipartlk. We list
the results of using Pascal VOC and Noisy Pascal VOC
with different noisy rates as the source domain, and Cli-
partlk as the target domain in Table 1. It is shown that the
performance of the baseline domain adaptive detector [0]
drops consistently as the noisy rate increases, and drops
from 35.0% to 28.5% under 80% noisy annotations. With
loss adjustment method CP [35], the performance shows
limited improvement and even drops by 0.5% and 2.0% at
20% and 40% noisy rates. With symmetric loss methods
SCE [45] and GCE [56], the detector performs better than
CP under noisy settings, but they significantly deteriorate
the performance of the detector under clean scenario, caus-
ing the mAP drops by 2.5% and 1.8%, respectively. How-
ever, adding our proposed NLTE not only achieves robust
adaptive detection under different noisy rates (2.3% mAP
improvement at 20% and 4.0% mAP improvement at 80%),
but also guarantees the performance of the domain adaptive
detector when the source annotations are clean.

Pascal VOC & Noisy Pascal VOC — Watercolor2k. Ta-
ble 2 shows the experimental results of Pascal VOC and
Noisy Pascal VOC — Watercolor2k. In the clean setting,
adding all compared methods [35, 45, 56] perform worse
than the baseline DAF [6], indicating that they could suf-
fer from underfitting and hurt the detection performance.
While the proposed NLTE improves the mAP by 1.3%,
which is attributed to its capacity of promoting the general-
ization ability through fully utilizing the noisy samples in-

Methods [ prsn rider car truck bus train mtor bike | mAP

Source-only [37] 269 382 356 183 324 9.6 258 286/ 269
DAF [6]cv priis 250 31.0 405 22.1 353 202 200 27.1|27.6
SC-DA [60]cvprie | 33.5 380 485 265 39.0 233 28.0 33.6| 33.8
MTOR [3lcvprio | 30.6 414 440 219 386 40.6 283 356 | 35.1
GPA [49]cvpRri20 329 467 541 247 457 411 324 387|395
MCAR [57]gceviao | 32.0 421 439 313 44.1 434 374 36.6| 388
EPM! [19]gcovio0 | 41.9 387 567 22.6 415 268 246 355 36.0
RPNPA [55]cvpr1 | 33.3 456 50.5 304 436 420 29.7 36.8| 39.0

DSS-UDA [46]cvprio1 | 429 512 53.6 33.6 492 189 362 41.8| 409
DIDN [27];covion | 383 444 51.8 287 533 347 324 404 | 40.5
VDD [47];ccvial 334 440 517 339 520 409 323 368|398
SSAL! [32)Neurrpsrar | 45.1 474 59.4 245 500 257 260 38.7| 39.6

DAF+NLTE (Ours) 37.0 469 548 3211 499 435 299 396 | 418
DAF+NLTE (Ours)’ | 43.1 50.7 587 33.6 56.7 427 33.7 433|454

stead of correcting them straightforwardly. As the noise rate
increases from 20% to 80%, adopting NLTE consistently
improves the mAP by 2.8%, 6.8%, 8.4%, and 5.5%, respec-
tively, while the compared methods show unstable improve-
ments. The results evidently suggest that NLTE efficiently
boosts the robustness of domain adaptive object detectors.

4.3. Real-world Noise

Cityscapes — Foggy Cityscapes. We consider Cityscapes
as a real-world noisy annotated source dataset for DAOD
and directly implement DAF+NLTE in the Cityscapes —
Foggy Cityscapes benchmark to validate its effectiveness.
As listed in Table 3, DAF+NLTE shows promising improve-
ments over other state-of-the-arts that were tailored for the
DAOD task with the same (or less) training epochs and un-
der the same settings. Specially, with larger training and
testing scales as EPM [19] and SSAL [32], i.e., setting the
short side of the images to 800 pixels, DAF+NLTE achieves
an mAP of 45.4%, outperforming SSAL by 5.8%. The re-
sults indicate that existing DAOD methods may suffer from
biased source data and addressing the noisy annotations is
arguably important for achieving effective adaptation.

5. Further Analysis
5.1. Ablation Studies

Table 4 presents the ablation study of the proposed mod-
ules in NLTE under small (20%) and large noisy rates (80%)
in the Noisy Pascal VOC — Clipartlk setting. We observe
that with PIM, the mAP is improved by 1.1% under 20%
noisy rate and 0.3% under 80% noisy rate, indicating that
addressing miss-annotation samples in source data would
benefit DAOD. With MGRM and EAGR, the mAP is further
improved, which demonstrates the effectiveness of utlizing
class-corrupted samples in domain alignment. Finally, we
demonstrate that strengthening the domain adaptive detec-
tor with all components in NLTE boosts the mAP by 2.3%
and 4.0% in 20% and 80% noisy rates, respectively, which
verifies the effectiveness of NLTE.
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(a) DAF [6] (b) DAF+SCE [45]

(c) DAF+CP [35]

ass

nnnnn

(d) DAF+GCE [56]

(¢) DAF+NLTE (Ours)

Figure 4. Qualitative results with noisy rate 20% on Clipartlk (top row) and Watercolor2k (bottom row).

Figure 5. Global relation matrices of Pascal VOC & Noisy Pascal
VOC — Clipartlk. From left to right refers to noisy rate 0%, 20%,
40%, 60%, 80%, respectively.

Correct Mis-localized B Background
59.4% lz_.,.* 615%  13.3% 5B ssn 00
(a) DAF (b) +NLTE (c) DAF (d) +NLTE
(40%) (40%) (60%) (60%)

Figure 6. Error analysis of highly confident detections on Noisy
Pascal VOC — Watercolor2k. The numbers in brackets refer to
noisy rates.

5.2. Qualitative Results

Fig. 4 illustrates the example of detection results with
noisy rate 20%. From the figure, NLTE can address the
semantic confusion problem via PIM and MGRM and cor-
rectly classify obscured objects to avoid false positive de-
tections such as bottle and diningtable even with large do-
main shift (top row). Meanwhile, NLTE can also generate
accurate bounding boxes for occluded objects such as per-
son and leverage noisy annotated samples to learn domain-
invariant representations via EAGR (bottom row).

5.3. Visualization of the Relation Matrices

Fig. 5 shows the global relation matrices of Pascal VOC
& Noisy Pascal VOC — Clipartlk. The diagonal entries
denote the similarity of the prototypes between the same
category and others refer to different categories. It is shown
that despite the percentage of noisy annotations increases,
global relation matrices can still reflect the class-wise tran-
sition probability. With MGRM, the transition probabilities
of noisy samples are regularized by global relation matri-
ces, and the latent domain-related knowledge and semantic

Table 4. Ablation studies of the proposed modules in NLTE.

Method | IM MGRM EAGR | 20% 80%
Baseline [6] 32.8 285
+PIM v 339 2838
+PIM+MGRM v v 346 293
+PIM+EAGR v v | 345 295
+PIM+MGRM+EAGR | v/ v v |31 325

information are conductive to the domain alignment.

5.4. Error Analysis of Highly Confident Detections

To further explore the effect of NLTE, we follow [3, 6,
18, 58] to categorize most confident detections into three
types: 1) Correct (IoU with GT > 0.5), 2) Mis-localized
(0.3 < IoU with GT < 0.5), and 3) Background (IoU with
GT < 0.3). For each category, we select top-k predictions
for analysis, where & is the number of ground truths within
the category. Results of mean percentages are shown in Fig.
6. On both 40% and 60% noisy rates, NLTE improves the
percentage of correct detections and reduces the percentage
of false positives. The analysis demonstrates that adopting
NLTE could enhance the ability of the detector in distin-
guishing different classes under noisy scenarios.

6. Conclusion

In this paper, we address the challenging yet undevel-
oped issue of domain adaptive object detection under noisy
annotations. We propose NLTE, which is a robust adaptive
detection framework that simultaneously recaptures miss-
annotated samples and explores the transferability of class-
corrupted samples. It also harmonizes the gradients be-
tween samples for learning domain-invariant representa-
tions. Compared with intuitively combining the domain
adaptive detector and denoising methods, NLTE shows sig-
nificant superiority under different noisy rates. Besides, our
method outperforms other DAOD methods remarkably in
the real-world noise scenario, which implies that addressing
the noisy annotations is a suitable and effective alternative
to promote the performance of domain adaptive detectors.
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