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Abstract

Rotated object detection is a challenging issue in com-
puter vision field. Inadequate rotated representation and
the confusion of parametric regression have been the bottle-
neck for high performance rotated detection. In this paper,
we propose an orientation-sensitive keypoint based rotated
detector OSKDet. First, we adopt a set of keypoints to rep-
resent the target and predict the keypoint heatmap on ROI to
get the rotated box. By proposing the orientation-sensitive
heatmap, OSKDet could learn the shape and direction of
rotated target implicitly and has stronger modeling capa-
bilities for rotated representation, which improves the lo-
calization accuracy and acquires high quality detection re-
sults. Second, we explore a new unordered keypoint rep-
resentation paradigm, which could avoid the confusion of
keypoint regression caused by rule based ordering. Further-
more, we propose a localization quality uncertainty mod-
ule to better predict the classification score by the distri-
bution uncertainty of keypoints heatmap. Experimental re-
sults on several public benchmarks show the state-of-the-
art performance of OSKDet. Specifically, we achieve an AP
of 80.91% on DOTA, 89.98% on HRSC2016, 97.27% on
UCAS-AOD, and a F-measure of 92.18% on ICDAR2015,
81.43% on ICDAR2017, respectively.

1. Introduction
With the success of deep convolutional neural networks

(CNN), object detection has made an unprecedented break-
through in recent years. General detection models [10, 16,
33] regress the horizontal bounding box of objects. How-
ever, real scenes objects may have arbitrary directions, such
as cars in drone cameras and texts in streetscape. Only de-
termining the horizontal box is not enough to locate the tar-
get accurately. Rotated object detection has a wide range of
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Figure 1. (a) a rotated target represented by 8 keypoints in (b). (c)
and (d) display the proposed orientation-sensitive heatmap, we en-
code the keypoint to cross-star shape in corner and straight shape
in edge areas, which represents the outline of target more accu-
rately. (e) OSKDet: keypoint based detector. OSKDet gener-
ates the orientation-sensitive keypoint heatmap, which has a strong
modeling ability of spatial representation.

applications, but still faces great challenges.
Recently, CNN based rotated detection has made a con-

siderable progress. Some works [2,5,30,46,49] use the an-
gle definition (coordinates of the center point, width, height,
and rotated angle) to represent the rotated target. Other
works [8, 23, 27, 32, 41] use vertex definition (coordinates
of four vertices) to describe the rotated quadrilateral. Main-
stream models mainly face the following issues: i) Inade-
quate target representation. For angle definition, it is dif-
ficult for the model to learn the non intuitive angle and
small deviations could lead to a sharp decline in IOU, while
for the vertex difinition, existing heatmaps, like Gaussian
heatmap, could not accurately represent the spatial charac-
teristics of the rotated target. ii) Confusion of parametric
order, which is caused by the parametric exchangeability
and definition periodicity of rotated targets, and manual la-
beling errors exacerbate this problem. Similar samples with
different optimization directions will cause learning confu-
sion. In fact, these issues could largely affect detection per-
formance.
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In this paper, we propose an orientation-sensitive
heatmap based rotated detector OSKDet. We encode a set
of keypoints to represent rotated target. Considering that ro-
tated target has more obvious features at the vertex and edge
areas, we design an orientation-sensitive heatmap, as shown
in Fig 1(c) and Fig 1(d), which could better match the target
shape, and the model could learn the orientation and shape
of rotated target implicitly. OSKDet has stronger model-
ing capabilities in spatial representation and transformation.
Furthermore, we explore an unordered keypoint fusion rep-
resentation, which could eliminate the keypoint order con-
fusion problem to the greatest extent. We also propose a
location quality uncertainty module to better improve the
classification accuracy by the generated heatmaps. The pro-
posed three modules can notably improve rotated detection
accuracy. Extensive experiments on public benchmarks, in-
cluding aerial dataset DOTA [40], HRSC2016 [28], UCAS-
AOD [54], scene text dataset ICDAR2015 [15] and IC-
DAR2017MLT [31], show the superiority of OSKDet.

Our main contributions can be summarized as follows:
1) We propose a keypoint heatmap based rotated detec-

tor OSKDet. We design an orientation-sensitive heatmap
to better represent the rotated target, which could learn the
shape and direction of the rotated target, and plays a signif-
icant role in improving the localization accuracy.

2) We explore a novel unordered keypoint heatmap fu-
sion method. This new representation could eliminate the
learning confusion caused by rule based keypoint ordering.

3) We propose a localization quality uncertainty mod-
ule, which effectively improves the classification score con-
fidence through the feature fusion of keypoint localization
distribution.

2. Related work

2.1. Horizontal object detection

Detection models with deep neural networks achieved
superior performance on the public datasets COCO [22] and
VOC [7] recently. According to whether there is a series of
candidate anchor box, detection models can be divided into
anchor based and anchor free methods. While according
to the final localization mode, existing models have regres-
sion and heatmap methods. Most anchor based detectors
localize targets by regression mode. Faster RCNN [36],
FPN [21] etc. use fully connected layers to predict the
deviation between anchor box and target. YOLO v2 [34]
and YOLO v3 [35] adopt fully convolution structure and
regress target center point ratio on each grid cell. Recently
some anchor free methods detect targets mainly by generat-
ing heatmap of keypoints. CenterNet [6], CornerNet [16],
ExtremeNet [53] etc. adopt gaussian heatmap to predict the
probability of center or corner point in the whole image,
and then group the points to form a box. Grid RCNN [29]

predicts the keypoint heatmap on ROI and acquires a higher
localization accuracy compared to Faster RCNN [36].

2.2. Rotated object detection

Similar to horizontal object detection, mainstream ro-
tated detection algorithms can be divided into anchor based
and anchor free models, in which anchor based models have
horizontal and rotated anchor box. According to the def-
inition of rotated target, there are two types of prediction
mode: angle representation and vertex representation. An-
gle definition uses the rotated angle (θ) of the longer border
around the horizontal axis as the fifth parameter, and forms
the expression paradigm of rotated target (x, y, w, h, θ) to-
gether with other parameters. Vertex representation indi-
cates rotated target by marking four vertices of the quadri-
lateral (x0, y0, x1, y1, x2, y2, x3, y3). Compared with angle
notation, vertex notation can represent any shape quadrilat-
eral, and as mentioned in [32], the four vertices regression
has natural consistency, which means it is easier to opti-
mize.

Angle based detector. DRBox [25] and R2PN [49] in-
troduce rotated anchor box based on rotated RPN. RRPN
[30] proposes rotated ROI pooling to extract feature more
effectively. R2CNN [14] regresses two adjacent vertices
and another side length of rotated target. ROI-transformer
[5] transforms horizontal proposals to rotated ones through
fully connection learning in RPN stage. EAST [52] re-
gresses the distance between each pixel and four sides
of rotated box. SCRDet [46] highlights the target fea-
tures through attention module, and proposes IOU smooth
L1 loss to smooth the boundary loss jump. CSL [43]
transforms angle prediction from regression to classifica-
tion, and proposes circular label smooth. PIOU [2] adopts
pixel counting method to calculate polygon IOU and makes
it approximately derivable. GWD [44] converts the ro-
tated rectangle into a two-dimensional Gaussian distribu-
tion and calculates the Wasserstein distance between GT
and DT. ReDet [12] propose rotation-equivariant back-
bone and rotation-invariant ROI align to extract rotation-
equivariant features.

Vertex based detector. Textboxes++ [20] proposes ir-
regular long convolution kernel to adapt to targets with large
aspect ratio. Gliding Vertex [41] regresses the ratio of the
four vertices relative to the four points of horizontal box,
and proposes an obliquity factor distinguishing nearly hori-
zontal and other rotated objects. PolarDet [50] adopts sev-
eral vertices angles and length ratio around the center point
in polar coordinates to generate rotated box. SBD [27] pro-
poses sequential-free box discretization parameterizing ro-
tated boxes into key edges to eliminate the sensitive of label
sequence. RSDet [32] proposes modulated loss by swap-
ping point set sequence to obtain the best optimization di-
rection. FR-Est [8] regresses 16 keypoints heatmap on the
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horizontal ROI. Specifically, they propose a new heatmap
representation, which use 4 adjacent pixels to represent a
point.

3. Proposed methods
Overview. In this section, we first present the main issue

that hinders the rotated detection accuracy, and then intro-
duce our method.

Rotated object representation. Mainstream rotated de-
tectors adopt fully connected layers to regress angle or ver-
tex coordinates. As [51] proposed the flattening operation
will lose the spatial context information. While the con-
volution module has the ability to locate target and main-
tain this context information. Some detectors adopt convo-
lution layers to generate keypoint heatmap and decode them
to rotated box. While existing heatmaps, such as Gaussian
heatmap, could not accurately represent the spatial layout
of rotated target. Rotated target has more complex spatial
diversity and transformation features, especially in the bor-
der areas. Accurate characterization and extraction of these
local features is very important to improve the localization
accuracy.

(a) SPH (b) CSH (c) FPH (d) SGH
Figure 2. Different heatmap representation. (a) single point
heatmap in [13]. (b) cross-star heatmap in [29]. (c) 4-point
heatmap in [8]. (d) standard gaussian heatmap in [16].

Confusion of parametric order. Both two definition
methods have learning confusion problems, especially in
the definition boundaries. For the angle representation, as
shown in Fig 3(c), when the target is near a standard square,
a little borderline length variety may lead to the exchange
of width and height, and there is a π/2 jump in angle. Simi-
lar phenomena appear in the vertex representation, as illus-
trated in Fig 3(d), a slight spin may cause the vertex order
transform. In the training process, two similar samples with
quite different labels will lead to opposite optimization di-
rections.

The proposed method is based on the horizontal anchor
box. Similar to Grid RCNN [29] and FR-Est [8], we predict
the keypoint heatmap on horizontal ROI. Specifically, we
adopt 4 vertices and 4 edge midpoints to represent a com-
plete rotated target. The network architecture is shown in
Fig 5. For the feature extraction, we design a dilation convo-
lution concat module (DCB) to adapt to the scale difference
of rotated targets. We get fine-grained keypoint heatmap
through twice deconvolution. Different from the common
Gaussian heatmap, we design a new orientation-sensitive
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Figure 3. Different rotation representation: (a) angle notation. (b)
vertex notation. (c) and (d) show parameters confusion. In (c), the
red and green targets are very similar, while different length se-
quence causes width and height exchange, and their angle has π/2
gap. In (d), the red and green target has a slight rotation deviation,
which leads to the vertex order one bit clockwise move.

heatmap (OSH) to learn the direction. Our final output is
the thermodynamic diagram with four points combined, so
as to avoid the sorting of vertices. We also propose a loca-
tion quality uncertainty module to further enhance the rela-
tionship between localization and score. We will introduce
each module in detail next.

The great scale-difference of rotated target has always
been a difficult problem for detection. DCN [3] could ef-
fectively improve the feature extraction ability, but it’s very
time-consuming. We design a dilation convolution concat
module (DCB), which acts on the P3-P7 layers of FPN. We
extract the features through different expand rates conv ker-
nel, then concat them together, and reduce the dimension
through 1×1 conv. With little calculation increases, DCB
could effectively improve the detection accuracy, especially
for large-scale targets (e.g. harbor, ship).

Fout = conv(concat(
∑3

i=1
convi(Fin))) (1)

Existing method

Proposed method

… C=8

C=2

Figure 4. existing method: mainstream works regress the gaussian
heatmap of point on each channel. proposed method: OSKDet
predict the 4 points orientation-sensitive heatmap on one channel.

3.1. Orientation-sensitive heatmap

[8, 13, 16, 29] propose different heatmap generation
methods. Gaussian heatmap adopted by [6, 16, 53] is most
widely used. Different encoding methods affect the final
detection accuracy greatly. In this section, we propose a
novel orientation-sensitive heatmap (OSH), which is differ-
ent from previous work. Next, we will introduce the gen-
eration mode of the new heatmap and the comparison with
the standard gaussian heatmap (SGH).

For the p0 point in Fig 6(a), compared with other regions,
the intersection area of p0p1 and p0p3 have more obvious
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B
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Localization quality uncertainty
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Figure 5. Architecture of the proposed OSKDet. OSKDet contains a dilation convolution concat module (DCM), an orientation-sensitive
heatmap (OSH) with unordered fusion representation and a localization quality uncertainty module (LQU). The heatmap encoding process
only exists in the training process.

color and texture transformation, and the edge between two
vertices has similar feature. We believe that the junction
zone information is more important for accurate detection,
and hope that the network output has higher response val-
ues in these areas. The proposed OSH encodes different
response values according to the importance of spatial re-
gion. In Fig 6(a), we establish new coordinate axis in the
direction of p0p1 and p0p3 respectively, in which direction
the Gaussian distribution has greater variance, as shown in
Fig 6(c). OSH has stronger spatial representation and trans-
formation ability.

!"

!#

!$

!%

!& !'

!(!)

(a) (b) (c) (d)

Figure 6. (a) a set of 8 ordered points representing a rotated tar-
get, including 4 vertices p0−3 and 4 midpoints p4−7. (b) and (c)
are the comparison of SGH and proposed OSH. Compared to the
SGH with same variance in x and y axis, the OSH assigns differ-
ent weights according to the importance of the area, which more
accurately reflects the contours of vertex and edge. (d) displays
the generation of OSH for the vertex p0.

After getting the proposal ROI from RPN, we map the
GT keypoints to the ROI space. In order to include as
many keypoints as possible, we adopt the ROI expansion
idea of Grid RCNN [29], and expand the ROI from the
center to (1 + r) times size (r is set to 0.25). Assuming
that the original ROI region is (x, y, w, h) , where (x, y) is
the left-top point of the ROI, we obtain the expanded ROI
(x′, y′, w′, h′) through Eq 2.

x′ = x− r
2w, y′ = y − r

2h

w′ = (1 + r)w, h′ = (1 + r)h
(2)

Define the ground truth keypoints P = {pk}k∈[0,K−1],
pk = (x̂k, ŷk) and mapped keypoints Q = {qk}k∈[0,K−1],
qk = (xk, yk, θk). we adopt a total of K = 8 keypoints.
After three deconvolution, we will get a heatmap ofM×M
size (default M = 56). Through Eq 3, we calculate the
mapped coordinates on the heatmap. For the mapped points
beyond ROI boundary, the generated heatmap is all 0.

xk = (x̂k − x′)
M

w′
, yk = (ŷk − y′)

M

h′
(3)

For the vertex q0−3, we calculate the rotated angle θ in
the direction of two adjacent sides (e.g. for q0, we calculate
the angle of q0q1 and q0q3 directions).

θk =
[
argtan

(
y(k+1)%4−yk

x(k+1)%4−xk

)
, argtan

(
y(k−1)%4−yk

x(k−1)%4−xk

)]
(4)

For the midpoint q4−7, we only calculate the rotated an-
gle formed by the vertices on both sides (e.g. for q4, we
calculate the angle of q0q1 direction).

θk = argtan

(
y(k−3)%4 − yk−4
x(k−3)%4 − xk−4

)
(5)

Suppose the mean and covariance matrix of stan-
dard gaussian distribution be µk = (xk, yk)

T , Σ =[
σ11 0
0 σ22

]
. The rotation matrix of cartesian coordinate

about the origin is Rk =

[
cos θk − sin θk
sin θk cos θk

]
. The co-

variance matrix after rotation transformation is
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Σk = RT
kΣRk (6)

The final OSH is generated by Eq 7. For the vertex q0−3,
we generate heatmap in two directions. Fig 6(d) displays
the OSH generation process.

H(g)k =
1√

2π|Σk|
exp

[
−1

2
(g − µk)

T Σ−1
k (g − µk)

]
(7)

We adopt the binary cross entropy loss function to opti-
mize the regression error of the heatmap, as illustrated by
Eq 8. The δ(·) is sigmoid function.

Loss = 1
K×M×M

K−1∑
k=0

M−1∑
i=0

M−1∑
j=0

−( ˆhkij) log (δ (hkij))

−(1− ˆhkij) log (1− δ (hkij))
(8)

3.2. Unordered keypoints representation

The root of keypoint learning confusion lies in the point
order transform on the sorting interface. Most works adopt
an angle to sort keypoints, e.g. in Gliding Vertex [41],
they define the vertex with the smallest ordinate as the first
point, which means they choose 0◦-sorting as the cut-off
point. The confusion near 0◦ is largest, as a slight angle spin
around 0◦ will cause the point sets order jump, as shown in
Fig 7(a) and Fig 7(b). Some works select the point clos-
est to the top-left point of the smallest horizontal box as the
first point, that is, 45◦-sorting. However, when the target
angle is around 45◦, the first point will also jump, as shown
in Fig 7(c) and Fig 7(d). In the vicinity of these areas, the
mutations of GT labels will lead to the confusion of model
learning and the training is hard to converge.
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Figure 7. (a) and (b) are two similar samples close to 0◦, (c) and
(d) are also two similar samples around 45◦. Their angle flips at
the sorting boundary, causing the jump of keypoint order.

As any rule-based sorting can lead to confusion, the basic
solution is to drop the sorting. We design an unordered key-
point heatmap representation. After generating the heatmap
of each point, we combine them into one heatmap by taking
the maximum value, as illustrated by Eq 9. That is, we gen-
erate a heatmap of 4 points on one feature map, which can
effectively solve the confusion caused by sorting. During
the inference process, the output heatmap can be decoded
into up to 4 points per channel. We get each peak value by
3×3 max pooling.

H =Maximum(Hi, Hi+1, Hi+2, Hi+3), i ∈ {0, 4} (9)

3.3. Localization quality uncertainty

In most detectors, the localization regression and classi-
fication score are usually trained independently, which re-
sults in the classification score could not directly reflect the
quality of the regressed box. In the inference stage, a low
quality box with high score may rank in the front, which
reflects the gap between classification and regression. In-
spired by GFL v2 [18], we adopt a classification and IOU
joint representation score to replace the classification score
as the final output.
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Figure 8. (a) Compared with points p0-p2, there is no obvious
feature of point p3 in the harbour sample. (b) In the NMS stage,
the high score with low quality box may kill the other high quality
boxes. (c) and (d) show the heatmap distribution of yellow box and
red box in (b). Obviously, the variance of p3 in (d) is larger than
other 3 points, which reflects the ambiguity of p3 localization.

In order to further strengthen the relationship between
localization and classification, we propose a localization
quality uncertainty module (LQU). Similar to GFL v2 [18],
the output heatmap is also essentially a probability distribu-
tion, representing the confidence at each point. As shown in
Fig 8, the harbor has no distinct features at point p3. In Fig
8(d), compared with the other 3 points, the variance of p3
heatmap is greater and blurred, which means the localiza-
tion is not clear enough. We hope to model this uncertainty
and guide the classification score by the localization qual-
ity. LQU transforms the output heatmap to a C-dimensional
vector by 2 fully connected layers. After the sigmoid func-
tion activation, we multiply the C-dimensional vector with
the original classification score as the final score. LQU
could significantly improve the detection accuracy with lit-
tle calculation.

4. Experiments
4.1. Dataset and implementation details

To compare the performance of OSKDet with the state-
of-the-art methods, we conduct evaluations on several
public datasets, including aerial detection dataset DOTA
[40], HRSC2016 [28] and UCAS-AOD [54], text detection
dataset ICDAR2015 [15] and ICDAR2017MLT [31].

DOTA [40] contains 2806 aerial images, ranging in size
from 800 × 800 to 4000 × 4000. Train, validation and

1186



test set are split to 3:1:2. Same as other models, we use
train set and validation set for training. We adopt the same
processing strategy as [5, 41], which cropped the image to
1024 × 1024.

HRSC2016 [28] is a high resolution ship recognition
dataset which contains 1061 images, and the image size
ranges from 300 × 300 to 1500 × 900.

UCAS-AOD [54] contains 1510 aerial images of about
659 × 1280 pixels, with 2 categories (car and plane) of
14596 instances.

ICDAR2015 [15] and ICDAR2017MLT [31] are two
incidental scene Text dataset. Both of them contain natural
scene text images with location annotations. IC15 has 1500
images and IC17 has 18000 images.

OSKDet is implemented on pytorch. We use 3 RTX
2080ti GPU, 2 images per GPU in our experiment. We
adopt the FPN [21] based ResNet101 as our backbone and
train 12 epochs by using momentum gradient descent opti-
mization. The weight decay is set to 0.0001 and momentum
is set to 0.9. The initial learning rate was 0.0075 and divided
by 10 at (8, 11) epochs. For aerial set, we resize the image
to 1×, 0.5× and 1.5× scales and use random rotation (0◦,
90◦, 270◦). For text set, we resize the longer side to {800,
1000, 1200}. We also adopt class balancing for DOTA.

4.2. Aerial detection

DOTA. Tab 4 shows our testing results on the DOTA
v1.0 OBB task. Compared with the state-of-the-art
methods, OSKDet shows superior performance. With
ResNet101-FPN as backbone, OSKDet achieves 76.37%
AP in single scale and 80.91% AP in multi-scale, which
outperforms all previous works. Compared with the angle
based detectors [12,43,45], OSKDet improves the state-of-
the-art method by 0.81% AP. Compared with other vertex
based detectors [32, 41, 50], OSKDet improves the state-
of-the-art method by 4.27% AP. Furthermore, OSKDet has
achieved the best performance in multiple categories, espe-
cially in irregularly shaped categories such as baseball di-
amond and swimming pool, which illustrates the great ad-
vantages of OSKDet in spatial representation and transfor-
mation. Through accurate characterization and feature ex-
traction of keypoints, OSKDet is more effective in detecting
complex and irregular shape targets.

HRSC2016 and UCAS-AOD. Tab 1 depicts the com-
parison of different methods on HRSC2016 [28] and
UCAS-AOD [54]. OSKDet achieves 89.98% AP and
97.27% AP respectively in the two challenging datasets and
outperforms all other methods, which demonstrates the pro-
posed OSKDet brings consistent gain on different aerial
datasets.

Ablation study. We perform all ablation experiments on
DOTA dataset. Unless otherwise specified, all test bench-
marks are VOC2007 [7] AP.5 IOU metric. Tab 2 shows the

Method AP
RoI-Trans [5] 86.20
RSDet [32] 86.50
Gliding Vertex [41] 88.20
BBAVectors [48] 88.60
CSL [43] 89.62
OSKDet(ours) 89.98

Method Plane Car AP
S2ARN [1] 97.60 92.20 94.90
FADet [17] 98.69 92.72 95.71
R3Det [42] 98.20 94.14 96.17
SCRDet++ [45] 98.93 94.97 96.95
PolarDet [50] 99.08 94.96 97.02
OSKDet(ours) 99.06 95.52 97.27

Table 1. Comparison with state-of-the-art methods on HRSC2016
(left) and UCAS-AOD (right).

comprehensive ablation experiment results.

Method MS DCB OSH UKR LQU AP.5 FPS

OSKDet

73.38 -
X 73.96 10.07
X X 75.34 -
X X 74.47 -
X X X 75.10 9.86
X X X X 76.37 -

X X X X X 80.91 -

Table 2. Ablation experiment of different strategies on DOTA.
MS, DCB, OSH, UKR and LQU mean multi-scale training and
testing, dilation concat block orientation-sensitive heatmap, un-
ordered keypoint representation, and localization quality uncer-
tainty module, respectively.

Orientation-sensitive heatmap. We compare the pro-
posed method with different heatmap formats, includ-
ing, single point heatmap [13] (SPH), cross-star heatmap
[29] (CSH), 4 point heatmap [8] (FPH) standard gaus-
sian heatmap [16] (SGH) and orientation-sensitive heatmap
(OSH). We implement the four different format heatmaps
on OSKDet. Tab 3 displays the result. The OSH surpasses
all baselines with an increment of 0.89%-1.76%. Compared
with the SGH, the OSH improves 0.89% and 1.16% AP
without/ with FPN respectively, which proves the stronger
spatial modeling capabilities of OSH will bring localization
accuracy gains.

Method FPN AP.5
SGH [16] 69.62
OSH(Ours) 70.51(+0.89)
SPH [13] X 72.86
CSH [29] X 73.15
FPH [29] X 73.04
SGH [16] X 73.46
OSH(Ours) X 74.62(+1.16)

Table 3. Comparison of different prediction format results
To further verify the effect of OSH and find best param-

eters, we try different gaussian kernel ratio and kernel size
combination experiments. As shown in Fig 9, σ represents
the standard deviation in the vertical direction σ22, and r
represents the scale factor between the axis direction and
the vertical direction, that is, σ11 = r ∗ σ22 (r = 1 means
SGH). We get the best effect when r = 3 and σ = 0.8. The
result in Fig 9 shows that r has a greater influence on the
results than σ. The direction and shape of the Gaussian ker-
nel are more important than the size of the Gaussian kernel,
which is why OSH is effective.

Since the DOTA [40] official evaluation system only pro-
vides the test results for AP.5 metric. In order to test the
performance of the model under different IOU metrics, we
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Method Backbone PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC AP.5
FR-O [40] ResNet101 79.09 69.12 17.17 63.49 34.20 37.16 36.20 89.19 69.6 58.96 49.40 52.52 46.69 44.80 46.30 52.93
IENet [23] ResNet101 80.20 64.54 39.82 32.07 49.71 65.01 52.58 81.45 44.66 78.51 46.54 56.73 64.40 64.24 36.75 57.14
R2CNN [14] ResNet101 80.94 65.67 35.34 67.44 59.92 50.91 55.81 90.67 66.92 72.39 55.06 52.23 55.14 53.35 48.22 60.67
RRPN [30] ResNet101 88.52 71.20 31.66 59.30 51.85 56.19 57.25 90.81 72.84 67.38 56.69 52.84 53.08 51.94 53.58 61.01
RADet [19] ResNext101 79.45 76.99 48.05 65.83 65.46 74.4 68.86 89.7 78.14 74.97 49.92 64.63 66.14 71.58 62.16 69.09
ROI-Trans [5] ResNet101 88.64 78.52 43.44 75.92 68.81 73.68 83.59 90.74 77.27 81.46 58.39 53.54 62.83 58.93 47.67 69.56
SCRDet [46] ResNet101 89.98 80.65 52.09 68.36 68.36 60.32 72.41 90.85 87.94 86.86 65.02 66.68 66.25 68.24 65.21 72.61
FADet [17] ResNet101 90.21 79.58 45.49 76.41 73.18 68.27 79.56 90.83 83.4 84.68 53.4 65.42 74.17 69.69 64.86 73.28
RSDet [32] ResNet152 90.10 82.00 53.80 68.50 70.20 78.70 73.60 91.20 87.10 84.70 64.30 68.20 66.10 69.30 63.70 74.10
FR-Est [8] ResNet101 89.63 81.17 50.44 70.19 73.52 77.98 86.44 90.82 84.13 83.56 60.64 66.59 70.59 66.72 60.55 74.20
Gliding Vertex [41] ResNet101 89.64 85.00 52.26 77.34 73.01 73.14 86.82 90.74 79.02 86.81 59.55 70.91 72.94 70.86 57.32 75.02
Mask OBB [37] ResNext101 89.56 85.95 54.21 72.90 76.52 74.16 85.63 89.85 83.81 86.48 54.89 69.64 73.94 69.06 63.32 75.33
FFA [9] ResNet101 90.10 82.70 54.20 75.20 71.00 79.90 83.50 90.70 83.90 84.60 61.20 68.00 70.70 76.00 63.70 75.70
APE [55] ResNext101 89.96 83.62 53.42 76.03 74.01 77.16 79.45 90.83 87.15 84.51 67.7 60.33 74.61 71.84 65.55 75.75
CenterMap [38] ResNet101 89.83 84.41 54.60 70.25 77.66 78.32 87.19 90.66 84.89 85.27 56.46 69.23 74.13 71.56 66.06 76.03
CSL [43] ResNet152 90.25 85.53 54.64 75.31 70.44 73.51 77.62 90.84 86.15 86.69 69.66 68.04 73.83 71.10 68.93 76.17
PolarDet [50] ResNet101 89.65 87.07 48.14 70.97 78.53 80.34 87.45 90.76 85.63 86.87 61.64 70.32 71.92 73.09 67.15 76.64
SCRDet++ [45] ResNet101 90.05 84.39 55.44 73.99 77.54 71.11 86.05 90.67 87.32 87.08 69.62 68.90 73.74 71.29 65.08 76.81
GWD [44] ResNet152 89.28 83.70 59.26 79.85 76.42 83.87 86.53 89.06 85.53 86.50 73.04 67.56 76.92 77.09 71.58 79.08
S2aNet [11] ResNet101 88.89 83.60 57.74 81.95 79.94 83.19 89.11 90.78 84.87 87.81 70.30 68.25 78.30 77.01 69.58 79.42
ReDet [12] ReResNet50 88.81 82.48 60.83 80.82 78.34 86.06 88.31 90.87 88.77 87.03 68.65 66.90 79.26 79.71 74.67 80.10
OSKDet (Ours) ResNet101 90.07 87.08 54.16 75.61 72.64 76.86 87.63 90.77 79.10 86.88 59.88 71.28 75.16 71.71 66.67 76.37
OSKDet-MS (Ours) ResNet101 90.03 86.94 61.24 81.48 79.63 85.72 88.52 90.84 89.26 87.55 68.38 71.24 78.89 79.95 73.97 80.91

Table 4. Comparison of different method results on DOTA-v1.0 OBB task (MS means multi-scale training and testing)
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Figure 9. Comparison of different σ and r results on OSH. The
two parameters represent the direction of rotated object. More
accurate characterization will improve the localization accuracy,
which demonstrates the superiority of OSH.

use the training set to train and validation set to evaluate.
We reimplement [41] and other format heatmap in OSKDet.
OSH achieves 42.67% mAP, which excels other format pre-
dictions with considerable performance gains, specifically
2.53%, 2.23%, 2.14% and 1.87% mAP for SPH, CSH,
FPH and SGH. As illustrated in Fig 10, OSH surpasses all
other methods, especially under the high IOU metrics. Un-
der AP.9 IOU threshold, OSH surpasses other methods by
4.11%-6.10%, which demonstrates that OSKDet has a huge
advantage in obtaining high quality detections.
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Figure 10. Different prediction format results under AP.5-.95

Unordered keypoint representation. We compare dif-
ferent keypoint sorting methods, including 0◦-sorting, 45◦-
sorting, and unordered representation. To further explore
the impact of each sorting methods on fine-grained detec-
tion, we classify 0-90◦ into 18 categories using 5◦ as an
interval and calculate the precision in each angle interval.

Experiment results in Fig 11 show that our unordered rep-
resentation method performs better than other methods. In
Fig 11, the precision of angle-based sorting decreases dra-
matically near the cut-off point, while our method main-
tains high accuracy in all angle range. The unordered rep-
resentation effectively eliminates the confusion caused by
keypoints sorting, which improves the average precision by
3.63%-5.48%.
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Figure 11. recision of differnet sorting methods on validation set.
In (a) and (b), the precision near cut-off point drops greatly.

Fig 12 shows two cases of keypoints order confusion. In
previous work, the keypoints order of similar samples may
be different in the training stage, which may cause different
channel heatmaps predict the same point in the inference
phase, like the red and yellow point in Fig 12(a) and Fig
12(c). An unordered representation by heatmap fusion will
eliminate this issue greatly.

(a) (b) (c) (d)

Figure 12. (a) and (c): prediction of 0◦-sorting and 45◦-sorting.
(b) and (d): prediction of unordered representation.

Localization quality uncertainty. LQU module effec-
tively improves the detection accuracy, we improve 0.63%
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(a) (b) (c) (d) (e) (f)

Figure 13. Visualization of OSKDet detections. (a)(b)(c): DOTA (d): HRSC2016 (e): UCAS-AOD (f): ICDAR.

.5AP metric on the DOTA test set. We selected two types
of objects, bridge and harbor, which have the characteristics
of large aspect ratio and insignificant keypoint features, to
verify the effectiveness of LQU. As illustrated in Fig 14, the
accuracy curve of LQU is always above the baseline model.
LQU improves the .5AP metric by 2.68% and 1.89% for
two categories, respectively.

(a) AP-bridge (b) AP-harbor

Figure 14. The effects of LQU on validation set.

Fig 15 shows the relationship of LQU score and heatmap
distribution. For points with unclear location, the heatmap
usually has a large Gaussian kernel and divergent shape, like
the top-left point in Fig 15(c) and Fig 15(d). The predicted
score of LQU also faithfully reflects the true IOU.

score 0.75
IOU 0.63

score 0.95
IOU 0.89

(a)

score 0.75
IOU 0.63

score 0.95
IOU 0.89

(b)

score 0.75
IOU 0.63

score 0.95
IOU 0.89

(c)

score 0.75
IOU 0.63

score 0.95
IOU 0.89

(d)

Figure 15. (a): a high score box with high quality IOU, and in (b),
the heatmap of 4 points are all clear and convergent. (c): a lower
score box with low quality IOU, and in (d), the top-left heatmap
distribution is divergent and ambiguous. In (a) and (c), green box
is Ground truth, whild red and yellow boxes are detection results.

4.3. Text detection

The text dataset has a greater challenge due to a large
number of irregular quadrilaterals and large aspect ratio
long text. Tab 5 shows our detection results on ICDAR2015

[15] and ICDAR2017MLT [31]. Without other techniques
designed for text targets, OSKDet achieves 92.18% F-
measure on IC15 and 81.43% F-measure on IC17 with 8.74
FPS, which surpasses all of other state-of-the-art methods.
Compared with other algorithms, our model has great ad-
vantages in detection accuracy and speed. OSKDet could
easily extend to other datasets.

Task Method Recall Precision F-measure FPS

ICDAR2015

EAST [52] 73.50 83.60 78.20 6.52
PixelLink [4] 82.00 85.50 83.70 7.30
PSENet [39] 85.22 89.30 87.21 2.33
FOTS [26] 85.17 91.00 87.99 7.50
Textfusenet [47] 89.70 94.70 92.10 4.10
OSKDet(ours) 89.35 95.21 92.18 8.74

ICDAR2017

PSENet [39] 68.35 76.97 72.40 -
SBD [27] 70.10 83.60 76.30 -
PMTD [24] 76.25 84.42 80.13 -
OSKDet(ours) 76.02 87.66 81.43 8.74

Table 5. Comparison of different methods on ICDAR

5. Conclusion
This paper proposes a rotated object detection model

OSKDet. By the proposed orientation-sensitive heatmap
with unordered keypoint representation, OSKDet can ex-
tract spatial feature effectively and eliminate the confusion
of keypoint order greatly. The proposed localization qual-
ity uncertainty module further improves the detection accu-
racy. Experimental results on several public datasets show
the state-of-the-art performance of OSKDet.
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