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Abstract

It is an important task to reconstruct surfaces from 3D
point clouds. Current methods are able to reconstruct sur-
faces by learning Signed Distance Functions (SDFs) from
single point clouds without ground truth signed distances
or point normals. However, they require the point clouds
to be dense, which dramatically limits their performance in
real applications. To resolve this issue, we propose to re-
construct highly accurate surfaces from sparse point cloud-
s with an on-surface prior. We train a neural network to
learn SDFs via projecting queries onto the surface repre-
sented by the sparse point cloud. Our key idea is to in-
fer signed distances by pushing both the query projections
to be on the surface and the projection distance to be the
minimum. To achieve this, we train a neural network to
capture the on-surface prior to determine whether a point
is on a sparse point cloud or not, and then leverage it as
a differentiable function to learn SDFs from unseen sparse
point cloud. Our method can learn SDFs from a single s-
parse point cloud without ground truth signed distances or
point normals. Our numerical evaluation under widely used
benchmarks demonstrates that our method achieves state-
of-the-art reconstruction accuracy, especially for sparse
point clouds. Code and data are available at https :
//github.com/mabaorui/OnSurfacePrior.

1. Introduction

Reconstructing surfaces from 3D point clouds is a vi-
tal task in 3D computer vision. It bridges the gap between
the data capturing and the surface editing for various down-
stream applications. It has been studied for decades using
geometric approaches [5, 28,35, 44]. However, these meth-
ods require extensive human interaction to set proper pa-
rameters for different 3D point clouds, which leads to poor
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generalization ability. Therefore, the data-driven strategy
becomes more promising to resolve this problem.

Recent learning based methods [11,26,32,37,54] lever-
age this strategy to learn signed distance functions (SDF-
s) from 3D point clouds, and further leverage the learned
SDFs to reconstruct surfaces using the marching cubes al-
gorithm [35]. One kind of these methods [11, 26, 32] re-
quires supervision including ground truth signed distances
or point normals during training, and infers SDFs for un-
seen 3D point clouds during test. To remove the require-
ment of the ground truth supervision, another kind of meth-
ods [1, 12,37] can directly learn SDFs from single unseen
3D point cloud with geometric constraints [, 12] or neu-
ral pulling [37]. One key factor that makes these methods
successful without the ground truth supervision is that the
single point cloud should be dense, which supports to esti-
mate the zero level set [ 1 2] or search accurate pulling target-
s [37]. However, due to the high cost of dense point clouds
capturing, the assumption of dense point clouds fails in real
applications. Therefore, it is appealing but challenging to
learn SDFs from sparse point clouds without ground truth
signed distances or normals.

To resolve this issue, we introduce to learn SDFs from
single sparse point clouds with an on-surface prior. For a
surface represented by a sparse point cloud, we aim to per-
ceive its surrounding signed distance field via projecting an
arbitrary query location onto the surface. Our novelty lies
in the two constraints that we add on the projections, so that
each projection locates on the surface and is the nearest to
the query. This leads to two losses to train a neural network
to learn SDFs. One loss is provided by the on-surface prior,
which determines whether a projection is on the surface rep-
resented by the sparse point cloud or not, even if the projec-
tion is not a point of the sparse point cloud. While the other
loss encourages the projection distance is the minimum to
the surface. To achieve this, we train a neural network using
a data-driven strategy to capture the on-surface prior from
a dataset during training, and leverage the trained network
as a differentiable function to learn SDFs for unseen sparse
point clouds. For the learning of SDFs, our method does not
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require ground truth signed distances or point normals, and
enables highly accurate surface reconstruction from sparse
point clouds. We show our superior performance over the
state-of-the-art methods by numerical and visual compari-
son under the widely used benchmarks. Our contributions
are listed below.

i) We propose a method to learn SDFs from sparse point
clouds without ground truth signed distances or point
normals.

ii) We introduce an on-surface prior which can determine
the relationship between a point and a sparse point
cloud, and further be used to train another network to
learn SDFs.

iii) Our method significantly outperforms the state-of-the-
art methods in terms of surface reconstruction accuracy
under large-scale benchmarks.

2. Related Work

Deep learning-based 3D shape understanding has
achieved very promising results in different tasks [10, 13—

,23,24,27,30,33,39,41-43,45,49,50,58-61,63,67]. Re-
constructing surfaces from 3D point clouds is a classic re-
search topic. Geometry based methods [5,28,35,44] tried to
resolve this problem by analysing the geometry on the shape
itself without learning experience from large scale dataset.

Recent learning based methods [8, 1 1,25,26,32, 34,40,

] achieve state-of-the-art results by learning various pri-
ors from dataset using deep learning models. Implicit func-
tions, such as SDFs or occupancy fields, are usually learned
to represent 3D shapes or scenes, and then the marching
cubes algorithm is used to reconstruct the learned implic-
it functions into surfaces. Some methods [! 1, 32] require
ground truth signed distances or point normals to learn glob-
al prior during training. Some other methods [25,38,54,55]
learn occupancy fields as a global prior using the ground
truth occupancy supervision. To reveal more detailed geom-
etry, local shape priors are learned as SDFs [8,26,34,57] or
occupancy fields [40] with supervision, where point cloud-
s are usually split into different grids [26] or patches [57]
as local regions. Moreover, some more interesting meth-
ods for surface reconstruction are also proposed, such as
a differentiable formulation of poisson solver [46], retriev-
ing parts [52], iso-points [64], implicit moving least-squares
surfaces [32] or point convolution [7].

Using meshing strategy, surfaces can also be recon-
structed by connecting neighboring points using intrinsic-
extrinsic metrics [31], Delaunay triangulation of point
clouds [36] or connection from an initial meshes [22]. Local
regions represented as point clouds can also be reconstruct-
ed via fitting using the Wasserstein distance as a measure of
approximation [62].

More appealing solutions are to learn SDFs without
ground truth signed distances or point normals. Some meth-
ods were proposed to achieve this using geometric con-
straints [1-4,12,53,56,65] or through neural pulling [37].
However, these methods are limited by the assumption that
point clouds are dense points, which makes them not perfor-
m well in real applications. Our method falls in this catego-
ry, but differently, we can learn accurate SDFs from sparse
point clouds. A cocurrent work [6] resolves this problem
without supervision.

3. Method

Problem Statement. Given a sparse point cloud G €
RE*3, we aim to reconstruct its surface. We achieve this by
learning SDFs fg from G without requiring ground truth
signed distances and normals of points on G. fg predicts
signed distances s = fg(q, ¢) for arbitrary queries g sam-
pled around G, where c is a condition identifying G. Since
our method can learn SDFs fg from single point cloud-
s, we will ignore the condition ¢ in the following. With
the learned fg, we reconstruct the surface of G using the
marching cubes algorithm [35].

Overview. Our method is demonstrated in a 2D case in
Fig. 1. It is mainly formed by two functions, i.e., a SDF
fe and an on-surface decision function (ODF) fg, both of
which are learned by deep neural networks parameterized
by 0 and ¢, respectively. The SDF fy learns the signed dis-
tance field around G, with the on-surface prior provided by
the ODF fg. Therefore, the parameters 8 in fy are learned
for single sparse point clouds with fixed parameters ¢ in
f during test, without the ground truth signed distances or
point normals, while we learn ¢ separately during training
using a data-driven strategy.

We start from a query q around the sparse point cloud G
in Fig. 1 (a). We project g towards G into a projection p in
Fig. 1 (b), using the path determined by the signed distance
s and the gradient at g from the SDF fg. Then, we establish
a local region £ on G which is formed by the K nearest
neighbors of the projection p in Fig. 1 (c¢). Finally, the ODF
fo will determine whether the projection p is on the region
t or not.

To learn fg, we penalize fg through the differentiable
function fg, if f4 determines that p is not on the region ¢,
and meanwhile, encourage fg to produce the shortest path
for the projection.

Query Projection. We project queries g onto sparse point
cloud G as an evaluation of fg. If the projection path pro-
vided by fg is correct, there would be no on-surface penalty
on fg, and vice versa. The projection path for query g can
be formed by the signed distance s = fg(q) and the gra-
dient V fg(q). This is also similar to the pulling procedure
used in NeuralPull (NP) [37]. The reason is that the absolute
value of s determines the distance from query q to the sur-
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Figure 1. The demonstration of our method during test. We leverage a data-driven strategy to learn on-surface decision function fg as an
on-surface prior during training. During testing, we learn SDFs fg from a sparse point cloud G. (a) Query g is sampled around G. (b) g
is projected into a projection p towards G using the path determined by SDFs fg. f4 evaluates whether p is on the surface represented by

the K nearest neighbors ¢ of p in (c). We run the marching cubes to reconstruct surfaces of fg.
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Figure 2. The visual comparison with binary classifier in (a) and
unsigned distance function in (b) as the on-surface prior, and the
visual comparison with (e) and without (d) geometric regulariza-
tion. The ground truth shape and sampled points are shown in (f)
and (c), respectively.
face, and the normalized gradientd = V fo(q)/||V fo(q)||2
indicates the direction. Therefore, we can leverage the fol-
lowing equation to project query g to its projection p onto
the surface that the zero-level set of fg indicates,
p=q—sd. €))

On-Surface Prior. The first constraint that we add on the
projection p is that p should be located on the surface rep-
resented by the sparse point cloud G. This is a difficult
problem and the sparseness makes this problem even more
difficult. An intuitive solution is first to establish a local
patch ¢ neighboring to p, and fit a quadric surface on ¢ like
MPU [44], and finally calculate the distance between p and
the quadric surface to make a decision. However, fitting a
quadric surface to a point cloud is still challenging, due to
the sensitivity to parameter setting and geometry complexi-
ty, especially on sparse point clouds.

To resolve this issue, we leverage a data-driven strategy
to learn a ODF fy(p, t) using a deep neural network to de-
termine whether the projection p is located on the surface
of t or not. We expect f(p,t) to be class-agnostic and
object-agnostic, so we regard ¢ as a local patch rather than
a global shape.

We first tried to learn fy(p,t) as a binary classifier. The
output of fg indicates the probability of being on the sur-
face. We prepare a training set T' = {{p;, t;,l;},i € [1,I]}
with ground truth labels /; indicating whether a point p; is
on a specific point cloud region ¢; or not. We leverage the

public available benchmarks to obtain the dataset 7. We
sample p; around each shape, and sample sparse points on
the shape. Among the sampled sparse points, we regard the
K nearest neighbors of p; as t;. We also label p; to indicate
whether it is sampled from the same surface as the region ¢;
or not.

However, our preliminary results show that it is very hard
to learn a good fg. As demonstrated in Fig. 2, we learn fg
using one set of points p and evaluate it using another set
of points p, where both sets are sampled around the same
shape in Fig. 2 (c). We show points that fg correctly clas-
sifies as on-surface points in Fig. 2 (a). The poor result
demonstrates that we can not leverage f4 as a binary clas-
sifier to capture the on-surface prior.

We further resolve this issue by learning fy as unsigned
distance functions. Using /; in the training set 7" as contin-
uous unsigned distances rather than discrete binary labels,
we capture a more robust on-surface prior using f¢ by min-
imizing the following loss function,

1
min > lfo(mints) = Ll )
1€[1,1]

We evaluate the on-surface prior learned with Eq. (2)
in Fig. 2 (b). We leverage the same set of points used in
Fig. 2 (a) in the evaluation. We use a small unsigned dis-
tance threshold to filter out the points that are regarded as
on-surface points by fg. The smooth surface shown by the
on-surface points in Fig. 2 (b) demonstrates that fg is an
eligible on-surface prior.

We obtain poor results by learning fg as signed distance

functions. This is because the sign information among d-
ifferent regions ¢; is very complex, which makes it hard to
learn the on-surface prior. We will compare this option in
experiments later.
Geometric Regularization. One remaining question is
that, is the on-surface prior adequate to learn SDFs fg for
unseen sparse point clouds G' without ground truth signed
distances and point normals? To justify this, we learn fg
by pushing all query projections to arrive on the surface
according to the on surface evaluation below, where the
learned on-surface prior is represented by the fixed param-
eters ¢ in ODF fg,

1
min — Z |f¢(q — sd, Knn(q — sd))|, 3)
o 1Ql &=
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where () is a set of queries sampled around the sparse point
cloud G, |Q] is the query number, Knn(q) are K nearest
points on G of g.

We reconstruct surfaces described by the learned fg us-
ing the marching cubes algorithm. The poor surface in
Fig. 2 (d) demonstrates that fg can not learn a correct signed
distance field. The reason is that the first constraint defined
in Eq. (2) only constrains the query projections to be on the
surface, while it does not care how the projection path pro-
vided by fpg should be. This results in an inaccurate or even
wrong signed distance field.

We resolve this issue by introducing another constrain-
t as a geometric regularization. The geometric regulariza-
tion encourages the projection path to be the shortest, which
matches the definition of signed distances, as defined below,

1
min Ql > felq)l- 4)

qeqQ

We visualize the effect of the geometric regularization in
Fig. 2 (e). Compared to the surface reconstruction without
the geometric regularization in Fig. 2 (d), the geometric reg-
ularization can infer a more accurate signed distance field,
which leads to surface reconstruction with higher fidelity.
Loss Function. Our loss function pushes SDFs fg to
project queries q onto a surface along the shortest projec-
tion path. We learn fg from a sparse point cloud G with the
on-surface prior by combining Eq. (3) and Eq. (4) below,
where ) is a balance weight,

min = 57 (fs(q - sd, Knn(q — sd)| + Xl fo(a)]).
o Q|
qeQ

®)
Implementation. We set A = 0.4 to balance the two con-
straints in Eq. (5). We leverage the same network architec-
tures as NP [37] to learn the function fe(q) and f4(p,t).
Additionally, we leverage an MLP with 8 layers in fg to
learn the feature of K nearest neighbors t = Knn(p) of p.
In addition, we regard the point p as the origin, and normal-
ize the coordinates of £ on the sparse point clouds according
to the coordinates of p, such that,

t<—t—p and p<+p-—p. (6)

The purpose of this normalization is to make the on-
surface prior learned from various regions on differen-
t shapes comparable. Note that we conduct this normal-
ization in both learning f4(p,t) in Eq. (2) and leveraging
the learned f as a prior in Eq. (3) and Eq. (5).

4. Experiments
4.1. Setup

Dataset. We evaluate our method in surface reconstruc-
tion for shapes and scenes. For shapes, we leverage a

subset of ShapeNet [9] with the same train and test split-
ting as [31,37]. To evaluate our generalization ability, we
employ our trained model to produce results under anoth-
er unseen subset of ShapeNet [9]. For scenes, we report
our results under SceneNet [21], 3D Scene [66], and Paris-
rue-Madame [51], where the latter two are real scanning
datasets.

Details. In surface reconstruction for shapes, we uniformly
sample 500 points on each shape as sparse point clouds in
both training and test sets. We leverage the training set of
each class to form the dataset 1". To learn f¢ from T', we
sample dense points on and around each shape as queries
q;. Each query is paired with its K = 50 nearest points in
the sparse point cloud, and the K = 50 nearest points form
a local region ;. Moreover, we also calculate the unsigned
distance [; for each g;. With the on-surface prior provided
by the learned fg, we learn SDFs fg for each single sparse
point cloud in the test set by overfitting the shape without
using the condition c.

To reconstruct surfaces for scenes, we leverage the fg
learned from table class in ShapeNet as the on-surface prior
to learn fg for each single scene. To evaluate our perfor-
mance under different point densities, we sample different
numbers of points as the sparse point clouds. In 3D Scene
dataset, we uniformly sample 100, 500, and 1000 points per
m? to form the sparse point clouds for each scene, while
we uniformly sample 20 and 100 points per m? for each
scene in SceneNet dataset. In Paris-rue-Madame, the point
cloud containing 10M points was obtained by scanning on a
street. We randomly sample 1M points as the sparse input.
Metric. We leverage L1 Chamfer Distance (L1CD), L2
Chamfer Distance (L2CD), Normal Consistency (NC), and
F-Score with a threshold of 0.001 for shapes and 0.025 for
scenes. For CD, we sample 100K points on both the re-
constructed and the ground truth surfaces for single shapes
under ShapeNet, while sampling 1M points for scenes.

4.2. Surface Reconstruction on Shapes

ShapeNet. We first evaluate our method under ShapeNet.
We leverage the pretrained models of COcc [54], LIG [26],
and ISO [64] to produce their results on shapes with 500
points, where we also provide COcc and LIG the ground
truth point normals. We tried to retrain these methods using
the same sparse point clouds as ours, but we failed to pro-
duce better results. We produce the results of NP [37] by
retraining it with the same shapes with 500 points as ours.
We report the numerical comparison under 8 classes in
Tab. 1, 2, and 3. We achieve the best results in terms of all
the three metrics in all shape classes. We found that curren-
t state-of-the-art methods are still struggling to reveal sur-
faces from sparse point clouds, while our method can han-
dle the sparseness of point clouds well with the on-surface
prior. We further demonstrate our advantages using surface
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Flgure 3 Visual comparison with LIG [26], COcc [54], NP [37]
under ShapeNet. The input contains 500 points. Color indicates
point to surface errors.

Class | NP[37] COcc [54] LIG[26] ISO[64] Ours
airplane | 0.082 0.078 0.185 0.776 0.076
cabinet 0.101 0.133 0.188 0.783 0.068

chair 0.163 0.167 0.183 0.822 0.083
display 0.074 0.118 0.183 0.727 0.068

lamp 0.087 0.187 0.207 1.146 0.066

sofa 0.088 0.101 0.178 0.649 0.071

table 0.187 0.187 0.187 0.827 0.053
vessele 0.063 0.089 0.179 0.661 0.057

mean 0.106 0.132 0.186 0.799 0.068

Table 1. L1ICD x 10 comparison under ShapeNet.

reconstruction with error maps in Fig. 3. The visual com-
parison indicates that the latest methods are dramatically
affected by the sparseness of points, which results in poor
and incomplete surfaces. While our method is able to reveal
surfaces from sparse point clouds in higher accuracy.

To evaluate the generalization ability of our learned on-
surface prior, we leverage the fg learned under table class to
reconstruct surfaces for sparse point clouds from 5 unseen
classes in Tab. 4. The numerical comparison with IML-
S [32] shows that we can leverage the learned class-agnostic
and object-agnostic on-surface prior to reconstruct more ac-
curate surfaces for unseen point clouds, which demonstrates

Class NP [37] COcc[54] LIG[26] 1ISO[64] Ouwurs

airplane | 0.863 0.850 0.722 0.638 0.897
cabinet | 0.850 0.816 0.657 0.545 0.888
chair 0.840 0.829 0.707 0.610 0.864
display 0.901 0.885 0.677 0.566 0.930
lamp 0.885 0.844 0.733 0.689 0.892
sofa 0.878 0.844 0.681 0.589 0.905
table 0.806 0.845 0.684 0.578 0.907
vessele 0.839 0.799 0.682 0.623 0.866

mean 0.858 0.839 0.693 0.605  0.894
Table 2. NC comparison under ShapeNet.

Class NP [37] COcc [54] LIG[26] ISO[64] Owurs

airplane | 0.977 0.971 0.759 0422 0.989
cabinet | 0.955 0.891 0.793 0.387  0.983
chair | 0.914 0.886 0.791 0354  0.962
display | 0.946 0.936 0.793 0443 0.959
lamp | 0.971 0.897 0.739 0339  0.975
sofa 0911 0918 0.815 0475  0.926
table | 0.823 0.816 0.788 0369  0.836
vessele | 0.988 0.963 0.797 0.537  0.989
mean | 0.936 0.909 0.784 0416  0.952

Table 3. F-Score comparison under ShapeNet.

our better generalization ability than IMLS. Note that we
leverage the pretrained model of IMLS that was trained un-
der 13 shape classes and evaluate it under the same 5 unseen
classes with the same input as ours. We further highlight our
advantages in visual comparison with IMLS in Fig. 6.

4.3. Surface Reconstruction on Scenes

We leverage the fg learned from table class in ShapeNet
as the on-surface prior for scenes. We report our results by
learning fy to overfit each scene.

SceneNet. We further evaluate our surface reconstruction
performance under SceneNet [21]. With different point
densities, we evaluate our surface reconstruction accuracy
in different metrics. We leverage the pretrained models of
COcc [54] and LIG [26] to produce their results and retrain
NP [37] using the same input point clouds as ours. The nu-
merical comparison in Tab. 5 demonstrates that our method
significantly outperforms other methods even there are only
20 points per /m? in each scene. We further demonstrate
our advantages over the state-of-the-art in Fig. 4. Visual
comparison indicates that current methods cannot produce
smooth and complete surfaces from sparse point clouds,
while we show our superior performance over them by pro-
ducing surfaces with more detailed geometry.

3D Scene. We leverage the same strategy to evaluate our
method under 3D scenes dataset. With different numbers
of points in the input point clouds, we compare our method
with COcc [54], LIG [26] and DeepLS [8]. With the ground
truth point normals, we report the results of COcc and LIG
using their pretrained models, and we retrain DeepLS by
overfitting each point cloud. The numerical comparison in
Tab. 6 demonstrates our superior performance in all scene
classes with different point densities. We further highlight
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Figure 4. Visual comparison with COcc [54], LIG [26], NP [37] under SceneNet. The input contains 20 points/m2 in (a) and (b), and 100
points/m? in (c) and (d). More comparisons can be found in our supplemental materials.

Input o ' COcc
Figure 5. Visual comparison with COcc [54], DeepLS [8], LIG [26] under 3D Scene dataset. The input contains 100 points/m2. Color
indicates normals.

our performance in the visual comparison in Fig. 5. The vi-
sual comparison with 100 points/m? indicates that the latest
methods still struggle to reveal surfaces from sparse point
clouds while ours can produce more accurate surfaces.

Paris-rue-Madame. Finally, we evaluate our method us-
ing a large-scale real scanning. We split the point cloud
into multiple sections and leverage each part to train our
method or evaluate other methods. We visualize our recon-
struction of the entire scene and some partial sections in
Fig. 7 and Fig. 8, respectively. The visual comparison with
the state-of-the-art demonstrates that our method can recon-
struct more accurate surfaces from sparse point clouds.

These plausible results under scenes indicate that our
method can reveal surfaces for scenes with complex geom-
etry details, and our on-surface prior has remarkable gener-
alization ability.

Ours

4.4. Ablation Study

We conduct ablation studies to justify the effectiveness
of our method. We report numerical comparison in surface
reconstruction, using 10 shapes to learn fg during training
and using another 10 shapes to learn fg during testing, both
of which are from ABC dataset [29]. We sample 500 points
on each shape.

Prior. We first justify the effectiveness of our on-surface
prior in Tab. 7. We learn a signed distance function (“S-
DF”) as the on-surface prior, and directly leverage it to re-
construct surfaces without learning fg. We found that S-
DF can not reconstruct plausible surfaces, even with fg
(“SDF+fg”). The reason is that the on-surface prior is
learned from various small regions without normalizing ori-
entation. This makes the network hard to determine the
sign of the distances. We can also learn the prior as a
binary classifier, but the result (“Binary+fg”) gets worse.
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bed bag bathtub bottle pillow
LICD | NC | FScore || LICD | NC | FScore || LICD | NC | FScore || LICD | NC | FScore || LICD | NC | FScore
IMLS [32] | 0.077 | 0.838 | 0.963 0.058 | 0.926 | 0.981 0.069 | 0.889 | 0.977 0.044 | 0.954 | 0.994 0.039 | 0.959 | 0.997
Ours 0.069 | 0.908 | 0.981 | 0.054 | 0.936 | 0.990 | 0.056 | 0.952 | 0.993 || 0.043 | 0.977 | 0.995 | 0.039 | 0.970 | 0.999
Table 4. Generalization ability evaluation under ShapeNet. L1ICD x10.
Livingroom Bathroom Bedroom Kitchen Office Mean

LICD | NC | FScore || LICD | NC | FScore || LICD | NC | FScore || LICD | NC | FScore || LICD | NC | FScore | LICD | NC | FScore

o LIG [26] | 0.032 | 0.719 | 0.790 0.030 | 0.737 | 0.807 0.029 | 0.735 | 0.818 0.029 | 0.727 | 0.817 0.033 | 0.737 | 0.805 0.030 | 0.730 | 0.808
B | COcc[54] | 0.026 | 0.895 | 0.955 | 0.025 | 0.862 | 0.988 || 0.028 | 0.823 | 0.976 | 0.028 | 0.849 | 0.982 || 0.030 | 0.829 | 0.958 | 0.027 | 0.852 | 0.971
§ NP [37] 0.068 | 0.827 | 0.718 0.072 | 0.716 | 0.658 0.044 | 0.782 | 0.740 0.069 | 0.720 | 0.689 0.066 | 0.834 | 0.663 0.037 | 0.776 | 0.693
Ours 0.025 | 0.904 | 0.961 0.018 | 0.924 | 0.991 0.023 | 0.919 | 0.976 0.025 | 0.911 | 0.983 || 0.029 | 0.851 | 0.967 0.024 | 0.902 | 0.975

~ | LIG[26] | 0.019 | 0.922 | 0.919 0.018 | 0.930 | 0915 0.017 | 0.918 | 0.920 0.016 | 0.920 | 0.936 || 0.020 | 0.910 | 0.936 0.018 | 0.920 | 0.925
£ | COcc [54] | 0.026 | 0.895 | 0.979 0.025 | 0.910 | 0.979 0.026 | 0.890 | 0.980 0.027 | 0.898 | 0.981 0.027 | 0.894 | 0.985 0.026 | 0.897 | 0.981
§ NP [37] 0.069 | 0.883 | 0.799 0.028 | 0.907 | 0.893 0.032 | 0.890 | 0.878 0.042 | 0.896 | 0.838 0.066 | 0.866 | 0.733 0.047 | 0.888 | 0.828
Ours 0.018 | 0.960 | 0.985 0.015 | 0.947 | 0.984 0.013 | 0.960 | 0.983 0.012 | 0.950 | 0.985 0.019 | 0.921 | 0.990 | 0.015 | 0.947 | 0.985

Table 5. Numerical comparison in surface reconstruction under SceneNet.
Burghers Lounge Copyroom Stonewall Totempole

L2CD | LICD | NC L2CD | LICD | NC L2CD | LICD | NC L2CD | LICD | NC L2CD | LICD | NC
~ | COcc[54] | 8.904 | 0.040 | 0.890 || 6.979 | 0.041 | 0.884 6.78 | 0.041 | 0.856 || 12.22 | 0.051 | 0.903 || 4.412 | 0.041 | 0.874
£ | LIG[26] 3.112 | 0.044 | 0.839 || 9.128 | 0.054 | 0.833 || 4.363 | 0.039 | 0.804 || 5.143 | 0.046 | 0.853 9.58 | 0.062 | 0.887
§ DeepLS [8] | 3.111 | 0.050 | 0.856 || 3.894 | 0.056 | 0.764 || 1.498 | 0.033 | 0.777 || 2.427 | 0.038 | 0.885 || 4.214 | 0.043 | 0.908
Ours 0.544 | 0.018 | 0.922 || 0.435 | 0.013 | 0.929 || 0.434 | 0.017 | 0.911 | 0.371 | 0.016 | 0.950 || 3.986 | 0.040 | 0.889

a | COcc[54] | 2697 | 0.081 | 0.905 || 9.044 | 0.046 | 0.894 || 10.08 | 0.046 | 0.885 | 17.70 | 0.063 | 0.909 || 2.165 | 0.024 | 0.937
£ | LIG[26] | 3.080 | 0.046 | 0.840 || 6.729 | 0.052 | 0.831 || 4.058 | 0.038 | 0.810 || 4.919 | 0.043 | 0.878 || 9.38 | 0.062 | 0.887
§ DeepLS [8] | 0.714 | 0.020 | 0.923 || 10.88 | 0.077 | 0.814 || 0.552 | 0.015 | 0.907 | 0.673 | 0.018 | 0.951 || 21.15 | 0.122 | 0.927
Ours 0.609 | 0.018 | 0.930 || 0.529 | 0.013 | 0.926 || 0.483 | 0.014 | 0.908 || 0.666 | 0.013 | 0.955 || 2.025 | 0.041 | 0.954

o | COcc[54] | 27.46 | 0.079 | 0.907 9.54 | 0.046 | 0.894 || 10.97 | 0.045 | 0.892 || 20.46 | 0.069 | 0.905 || 2.054 | 0.021 | 0.943
§ LIG [26] 3.055 | 0.045 | 0.835 || 9.672 | 0.056 | 0.833 3.61 0.036 | 0.810 || 5.032 | 0.042 | 0.879 9.58 | 0.062 | 0.887
S | DeepLS [8] | 0.401 | 0.017 | 0.920 || 6.103 | 0.053 | 0.848 || 0.609 | 0.021 | 0.901 || 0.320 | 0.015 | 0.954 || 0.601 | 0.017 | 0.950
- Ours 1.339 | 0.031 | 0.929 || 0.432 | 0.014 | 0.934 || 0.405 | 0.014 | 0.914 | 0.266 | 0.014 | 0.957 || 1.089 | 0.029 | 0.954

Table 6. Surface reconstruction for point clouds under 3D Scene. L2CD x1000.
Input IMLS Ours GT SDF | SDF+fy | Binary+fg | UDF+fg
/\ /\ LICD | 0.050 | 0.049 0.083 0.015
s ¢ NC | 0.827 0.833 0.743 0.928
\ Table 7. Effect of on-surface prior.
A 0 0.2 0.4 0.6
Ve ¥ & / . L1CD | 0.050 | 0.016 | 0.015 | 0.023
4 ¢ - NC 0.569 | 0.894 | 0.928 | 0.890
Table 8. Effect of balance weight \.

!

=3 )

Figure 6. Visual comparison with IMLS [
under ShapeNet.

] in unseen classes

Our method learns on-surface prior as an unsigned distance
function (“UDF”), which achieves the best performance.

Balance Weights. Then, we explore the effect of balance
weight A in Eq. (5). We try different candidates including
{0,0.2,0.4,0.6}, and report the results in Tab. 8. The re-
sults of “0” are the worst, which highlights the importance
of the geometric regularization in Eq. (4). If the weight is
too large (“0.6™), it turns to encourage fg to output 0 for
any query locations. If the weight is too small (“0.2”) , the
geometry regularization can not constrain fg to predict min-
imum distances to the surface. We found “0.4” is a proper
tradeoff.

K Nearest Neighbors. We explore the effect of K on the
on-surface prior learned by fg. We try different K to form
the nearest region on sparse point clouds for each query,
such as {25,50,100,200}. The numerical comparison in
Tab. 9 indicates that K slightly affects the performance, and
achieves the best with 50 neighboring points.
Normalization. We explore different strategies to normal-
ize the input of fg, i.e., p and its K nearest neighbors £,
by translating or rotating when learning fp,. We leverage
Eq. (6) for translation. For rotation, we align the vector
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Input PSR -

IMLS

Figure 7. Visual comparison with PSR [28], LIG [26], and IMLS [32] under real scanning.

K 25 50 100 200
L1CD | 0.016 | 0.015 | 0.016 | 0.018

NC 0.745 | 0.928 | 0.919 | 0.897
Table 9. Effect of K nearest neighbors.

Normalization | No Trans, No Rot | Trans, No Rot | No Trans, Rot | Trans, Rot

LICD 0.084 0.015 0.086 0.035
NC 0.766 0.928 0.745 0.843

Table 10. Effect of translation and rotation.

PointNet [47] | PointNet++ [48] | MLP
L1CD 0.076 0.070 0.015
NC 0.784 0.797 0.928

Table 11. Effect of network.

Density | 250 500 | 1000 | 2000
L1CD | 0.020 | 0.015 | 0.013 | 0.012
NC 0.901 | 0.928 | 0.937 | 0.939

Table 12. Generalization ability of f¢ to point densities.

connecting p and its nearest point on ¢ with the positive di-
rection of axis Z. We report the results in Tab. 10. We found
that the translation is the key to learning good prior as fg,
while rotation does not help.

Network. We found that the MLP we leveraged to learn
features of K nearest neighbors ¢ in f¢ performs much bet-
ter than PointNet [47] and PointNet++ [48], as demonstrat-
ed in Tab. 11. We found PointNet and PointNet++ can not
understand sparse points well due to the maxpooling while
MLP takes full advantage of the point order sorted by the
distances to achieve a remarkable performance.
Generalization. We further evaluate the generalization a-
bility of our on-surface prior learned by f4 to differen-
t point densities during test. We leverage the fy trained
with K = 50 nearest neighbors on shapes represented by
500 points to reconstruct surfaces for shapes with different
point densities, such as {250, 500, 1000, 2000}. Tab. 12 and
Fig. 9 (a) demonstrate that f4 generalizes better to higher
point densities than lower ones.

Noise. Besides our surface reconstruction under real s-
canning with noise in Fig. 8 and Fig. 7, we further report
the generalization ability of f4 to noise. We leverage the
learned fg to reconstruct surfaces from noisy point clouds
with two standard deviations including 0.5% and 1%. The
comparison in Tab. 13 and Fig. 9 (b) demonstrates that fg
is able to generalize to different level noise.

Limitation. Although we show our superior performance
on sparse point clouds, we can not handle the incomplete
point clouds, which is an extreme sparse senecio. It would

Noise | 0% | 0.5% 1%
L1CD | 0.015 | 0.017 | 0.018
NC | 0.928 | 0.912 | 0.908

Table 13. Generalization ability of fg to noisy points.

‘\..—'—-——"'/

b
-

Figure 8. Surface reconstruction from real scanning.

250 Points. 500 Points 1000 Points 2000 Points No Noise 0.05% 1% GT

@) )

Figure 9. Generalization ability of f¢ to (a) point densities and (b)
noisy points.

be a good direction to combine the shape completion prior
in the future work.

5. Conclusion

We resolve the issue of reconstructing surfaces from s-
parse point clouds, which surfers the state-of-the-art meth-
ods a lot. We achieve this by learning SDFs via overfitting a
sparse point cloud with an on-surface prior. We successful-
ly learn class-agnostic and object-agnostic on-surface prior
to reveal surfaces from sparse point clouds in a data-driven
way. Our method is able to further leverage the learned
on-surface prior with a geometric regularization to learn
highly accurate SDFs for unseen sparse point clouds. Our
method does not require signed distances or point normals
to learn SDFs and the learned on-surface prior demonstrates
remarkable generalization ability. Our method outperform-
s the latest methods in surface reconstruction from sparse
point clouds under different benchmarks.
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