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Abstract

Image noise modeling is a long-standing problem with
many applications in computer vision. Early attempts that
propose simple models, such as signal-independent addi-
tive white Gaussian noise or the heteroscedastic Gaussian
noise model (a.k.a., camera noise level function) are not suf-
ficient to learn the complex behavior of the camera sensor
noise. Recently, more complex learning-based models have
been proposed that yield better results in noise synthesis
and downstream tasks, such as denoising. However, their
dependence on supervised data (i.e., paired clean images) is
a limiting factor given the challenges in producing ground-
truth images. This paper proposes a framework for training
a noise model and a denoiser simultaneously while relying
only on pairs of noisy images rather than noisy/clean paired
image data. We apply this framework to the training of the
Noise Flow architecture. The noise synthesis and density es-
timation results show that our framework outperforms pre-
vious signal-processing-based noise models and is on par
with its supervised counterpart. The trained denoiser is
also shown to significantly improve upon both supervised
and weakly supervised baseline denoising approaches. The
results indicate that the joint training of a denoiser and a
noise model yields significant improvements in the denoiser.

1. Introduction
Image noise modeling is a long-standing problem in

computer vision that has relevance for many applications
[6, 9, 10, 21, 22, 29]. Recently, data-driven noise mod-
els based on deep learning have been proposed [2, 12, 23].
Unfortunately, these models generally require clean (i.e.,
noise-free) images, which are practically challenging to col-
lect in real scenarios [1]. In this work we propose a new ap-
proach, Noise2NoiseFlow, which can accurately learn noise
models without the need for clean images. Instead, only
pairs of noisy images of a fixed scene are required.

While efforts are made to reduce noise during cap-
ture, post-capture modeling is a critical piece of many
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Figure 1. Overview of Noise2NoiseFlow. (top) Given pairs of
noisy images of the same scene, Noise2NoiseFlow simultaneouly
trains both a noise model and a denoiser. (middle) Noise synthe-
sis results from Camera NLF, Noise Flow, and Noise2NoiseFlow
compared to the real noise in the SIDD dataset. Noise generated
by Noise2NoiseFlow is the most similar to the real noise both vi-
sually and in KL divergence but without requiring clean, noise-
free images. (bottom) Example denoising results from the jointly
trained denoiser compared to its supervised DnCNN baseline, and
a DnCNN trained with Noise2Noise loss.

downstream tasks and in many domains large amounts of
noise are intrinsic to the problem—for example, astro-
photography and medical imaging. As a result, noise is
an integral and significant part of signal capture in many
imaging domains, and modeling it accurately is critical. For
instance, noise model estimation is necessary for remov-
ing fixed pattern effects from CMOS sensors [11] and en-
hancing video in extreme low-light conditions [32]. Noise
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models can also be used to train downstream tasks to be ro-
bust in the presence of realistic input noise. Most naturally,
they can also be used to train noise reduction algorithms
without the need to collect pairs of clean and noisy images
[2, 26, 38]. However, as mentioned in [3, 31, 39] denoisers
trained with unrealistic noise models—for example, simple
Gaussian noise—may not perform well on real data.

Early attempts at noise modeling were limited and failed
to fully capture the characteristics of real noise. Sim-
ple IID Gaussian noise (also called a homoscedastic Gaus-
sian noise) ignores the fact that photon noise is signal-
dependent. Heteroscedastic Gaussian noise (e.g., [9]) cap-
tures this by modeling noise variance as a linear function
of clean image intensity but does not take into account the
spatial non-uniformity of noise power, amplification noise,
quantization effects, and more. More recently, Noise Flow
[2] was proposed as a new parametric structure that uses
conditional normalizing flows to model noise in the camera
imaging pipeline. This model is a combination of uncon-
ditional and conditional transformations that map simple
Gaussian noise into a more complex, signal-, camera-, and
ISO-dependent noise distribution and outperformed previ-
ous baselines by a large margin in the normalizing flows
[17] framework. However, it required supervised noise
data—namely, pairs of clean and noisy images—in order
to learn the noise model. Unfortunately gathering super-
vised data consisting of corresponding clean and noisy im-
ages can be challenging [1, 3, 28, 34] and is a limiting factor
in the realistic characterization of noise. This is even worse
for other downstream tasks, which typically require large
amounts of data for training.

In the context of image denoising specifically, there has
been significant recent interest in methods that avoid the
need for supervised data, either from careful collection or
synthesis. The well-known BM3D method [8] proposed
a denoising scheme based on transform domain represen-
tation without clean image correspondence. However, the
similar patch search step makes the inference time complex-
ity inefficient for large-scale datasets. Recently, Lehtinen
et al. [20] introduced the Noise2Noise framework, which
allowed for training of a denoiser given pairs of noisy im-
ages of the same underlying image signal. Following this
work, several others were proposed aiming to further re-
duce the data requirements; in particular Noise2Void [18]
and Noise2Self [4] allow training of a denoiser with only
individual noisy images by forcing the denoiser to predict
the intensity of each pixel using only its neighbours. Other
methods attempted to add additional noise to noisy input
images [25, 27, 35] or use unpaired images in a GAN frame-
work [5, 7, 13–15]. However, in all cases these methods are
aimed primarily at denoising instead of noise modeling.

In this work, we aim to leverage these recent advances in
training denoisers without direct supervision in the context

of noise modeling. Specifically, we extend the Noise2Noise
framework to train a noise model with pairs of indepen-
dently sampled noisy images rather than clean data. The
resulting approach, called Noise2NoiseFlow and illustrated
in Figure 1, produces both a denoiser and an explicit noise
model, both of which are competitive with or out-perform
fully supervised training of either model individually.

2. Background
Image noise can be described as an undesirable corrup-

tion added to an underlying clean signal. Formally,

Ĩ = I+N, (1)

where I is the underlying and mostly unobserved clean im-
age and N is the unwanted noise corrupting the signal, and
their addition results in the noisy observation Ĩ. Different
noise models are then defined by the choice of distribu-
tion assumed for N. A widely used noise model assumes
that N(x, y) ∼ N (0, σ2)—namely, that the noise at each
pixel is drawn from a zero-mean Gaussian distribution with
some fixed variance. This model has commonly been used
to train and test denoisers; however, it fails to capture sig-
nificant aspects of real noise, most prominently the signal-
dependent variance, which is a result of the inherent Pois-
son shot noise [22, 24]. A significant improvement over
this is heteroscedastic Gaussian noise (HGN) [9, 10, 22]
which assumes that the variance of the noise at each pixel
is a linear function of the clean image intensity. That is
N(x, y) ∼ N (0, σ2(I(x, y))), where σ2(I) = β1I+β2 and
β1, β2 are parameters. This model is also sometimes re-
ferred to as the “noise level function” (NLF). Recent work
has shown that NLF parameters from camera manufactur-
ers are often poorly calibrated [38]; however, the NLF ne-
glects important noise characteristics, including spatial cor-
relation, defective pixels, clipping, quantization, and more.

To address the limitations of these pixel-independent,
Gaussian-based noise models, Abdelhamed et al. [2] pro-
posed the Noise Flow model, a parametric noise model
based on conditional normalizing flows specifically de-
signed to capture different noise components in a camera
imaging pipeline. In particular, Noise Flow can be seen as
a strict generalization of HGN due to its use of a signal-
dependent transformation layer. However, unlike HGN,
Noise Flow is capable of capturing non-Gaussian distribu-
tions and complex spatial correlations.

More recently, the DeFlow model [33] was proposed to
handle a broader range of image degradations beyond tra-
ditional noise. Other approaches consider mixture mod-
els or Generative Adversarial Networks (GAN) to simulate
noisy and clean images in the context of denoiser training
[5, 7, 12–15, 40]. However, these models are typically fo-
cused on denoising as opposed to noise modeling. Further,
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GANs do not have tractable likelihoods, making the qual-
ity of the synthesized noise difficult to assess. Most im-
portantly, the above methods require clean images, and po-
tentially pairs of noisy and corresponding clean images for
training. In this work we construct a formulation that ex-
plicitly trains a noise model without the need for clean im-
ages. Because of the flexibility and generality of the nor-
malizing flow framework and quality of its results, we will
focus on the Noise Flow model [2] here, though, as we will
discuss, other choices are possible.

2.1. Image Denoising

Image noise reduction has been a long-standing topic of
study in computer vision [6, 8, 19, 21, 29, 37]. Here we fo-
cus on recent methods that have found success by leverag-
ing large training sets and deep learning architectures [36].
These methods are characterized by regressing, typically
with a convolutional neural network, from a noisy image
observation to its clean counterpart. Given a training set
D = {(Ĩ(i), I(i))}Ni=1 of noisy images Ĩ and their corre-
sponding clean images I, learning of a denoiser D is then
formulated as minimizing

N∑
i=1

L(D(Ĩ(i); θ), I(i)), (2)

where L is typically an L1 or L2 norm and D is a deep
neural network with parameters θ.

This approach is limited by the need to have access to
the corresponding clean image I, and several notable ap-
proaches have recently been explored to remove this re-
quirement. Most relevant to this work is the Noise2Noise
framework, proposed by Lehtinen et al. [20]. Rather than
requiring clean/noisy pairs of images, it simply requires
two noisy observations of the same underlying clean sig-
nal. Given a dataset of noisy image pairs {(Ĩ(i)1 , Ĩ

(i)
2 )}Ni=1,

the Noise2Noise framework optimizes the loss function

N∑
i=1

L(D(Ĩ
(i)
1 ; θ), Ĩ

(i)
2 ) + L(D(Ĩ

(i)
2 ; θ), Ĩ

(i)
1 ) . (3)

That is, the the second noisy image is used as the target
for the denoiser of the first and vice versa. Perhaps sur-
prisingly, training with this objective is still able to produce
high-quality denoising results, despite the lack of access to
clean images [20]. In this work, we aim to explore the gen-
eralization of this approach to noise modeling.

3. Noise2NoiseFlow
In this section, we define our approach to learning a noise

model with weak supervision—namely, through the use of
only pairs of noisy images. There are two main compo-
nents, a denoiser D(·; θ), which learns to predict the clean

image I given a noisy image, Ĩ, as input, and a model of
a noisy image given the clean image I, pĨ(·|I;ϕ). The de-
noiser and noise model have parameters θ and ϕ respec-
tively. Our goal is to learn the distribution pĨ(Ĩ|I)—namely,
the distribution of noisy image conditioned on the clean im-
age—without explicitly requiring I.1 To do this, we propose
to use the output of the denoiser as an estimate of the clean
image—That is, I ≈ Î = D(Ĩ; θ). We could in principle
then learn pĨ by minimizing − log pĨ(Ĩ|Î;ϕ) with respect
to the noise model parameters ϕ. However, this requires
a well-trained denoiser, which, in turn, typically requires
access to clean images to train. Further, if we tried to si-
multaneously train the denoiser and noise model, there is
a trivial singular optimum where the denoiser converges to
the identity and the noise model converges to a Dirac delta
at zero.

Drawing inspiration from the Noise2Noise framework
[20], we instead assume we have access to pairs of noisy
observations Ĩ1, Ĩ2 which both have the same underlying
clean signal, I. That is, Ĩ1 = I + N1 and Ĩ

(i)
2 = I + N2,

where N1 and N2 are independent samples of noise. Then,
given the pairs of noisy images, we can use the denoiser ap-
plied to one image to estimate the clean image for the other
image in the pair. That is, we propose to optimize the loss

Lnm(Ĩ1, Ĩ2) = − log pĨ(Ĩ1|D(Ĩ2; θ);ϕ)− log pĨ(Ĩ2|D(Ĩ1; θ);ϕ)
(4)

for both the noise model parameters ϕ and the denoiser pa-
rameters θ. Because the two images are of the same under-
lying scene, the output of the denoiser should ideally be the
same for both noisy images. However, because the two im-
ages have independent samples of noise, the denoiser can-
not simply collapse to the identity. This is analogous to
the Noise2Noise objective, where the output of the denoiser
on one image is used as the target for the other image in
the pair. In practice, we find it beneficial to include the
Noise2Noise objective function to stabilize the training of
the denoiser together with the noise model objective. That
is, we propose to train the denoiser and noise model jointly
with the loss L(Ĩ1, Ĩ2) = Lnm(Ĩ1, Ĩ2) + λLdn(Ĩ1, Ĩ2),
where

Ldn(Ĩ1, Ĩ2) = ∥D(Ĩ1; θ)− Ĩ2∥22 + ∥D(Ĩ2; θ)− Ĩ1∥22 (5)

is the Noise2Noise loss. Given a dataset of pairs of noisy
images, D = {(Ĩ(i)1 , Ĩ

(i)
2 )}Ni=1, we optimize the loss over the

set of pairs
N∑
i=1

L(Ĩ(i)1 , Ĩ
(i)
2 ),

where the optimization can be done with a stochastic opti-
mizer. In this work we use Adam [16].

1Note that this is equivalent to learning the distribution of the noise
conditioned on the clean image by simply shifting the distribution of noise
by the clean image.
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Figure 2. An overview of the training loss for the proposed Noise2NoiseFlow framework. Given a pair of independent noisy samples of
the same underlying signal, it runs both noisy samples through a denoiser network D, which outputs the estimated clean signal. We then
use the estimated clean image from the first image in place of the true clean signal for the second noisy observation and vice versa. This
prevents the denoiser from collapsing into a degenerate solution of an identity transformation. Note that in the paper we formulate the noise
model as a distribution over the noisy image Ĩ, though, as shown here, it is common for noise models to be expressed as a distribution of
the residual noise N = Ĩ− I. These two formulations are equivalent.

Figure 2 shows an overview of the proposed approach.
We note that the formulation is generic to the choice of
denoiser and noise model, requiring only that the noise
model’s density function can be evaluated and that both the
noise model and denoiser can be differentiated as needed. In
the experiments that follow we primarily use the DnCNN
architecture [36] for the denoiser, as it is a standard de-
noiser architecture based on residual connections and con-
volutional layers. For the noise model we primarily focus
on Noise Flow [2] due to its flexibility and tractability and,
consequently, dub our proposed method Noise2NoiseFlow.
However, we also explore other choices for these compo-
nents, such as a U-Net architecture for the denoiser and the
heteroscedastic Gaussian noise model.

4. Experiments
Here we explore the performance of the proposed

Noise2NoiseFlow approach. To do this we make use of
Smartphone Image Denoising Dataset (SIDD) [1] to assess
the accuracy of both our learned noise model and the image
denoiser. SIDD contains images of 10 different scenes con-
sisting of a range of objects and lighting conditions, which
were captured with five different smartphone cameras at a
range of different ISO levels. Multiple captures of each
scene instance were taken and carefully aligned in order to
produce a corresponding “clean” image for each noisy im-
age. While our proposed method does not require the clean
images for training, we do make use of them for a quantita-
tive evaluation against a range of baselines, including meth-
ods that require clean image supervision. Here we use two
different subsets of SIDD—namely SIDD-Full and SIDD-
Medium. While SIDD provides both sRGB and rawRGB

images, here we only consider the rawRGB images. SIDD-
Full provides 150 different noisy captures for each corre-
sponding clean image. In contrast, SIDD-Medium contains
only a single noisy image for each clean image. To ex-
tract the noisy/noisy image pairs of the same clean signal
from SIDD-Full that are required by our method for train-
ing, we select pairs of noisy images corresponding to the
same clean image. In order to maximize alignment between
the selected two images, we select consecutive images from
the 150 available for each scene in SIDD-Full.

We use SIDD-Medium to evaluate the performance
of our method. Specifically, while we use noisy/noisy
pairs of images extracted from SIDD-Full for training as
described above, we evaluate the performance of both
the denoiser D(·) and the noise model pĨ(·|I) using the
noisy/clean image pairs in SIDD-Medium. In order to
test Noise2NoiseFlow against our baselines, we use su-
pervised noisy/clean pairs from SIDD-Medium. Denoting
(Ĩ, I) as a noisy/clean image pair, we evaluate the noise
modeling using the negative log-likelihood per dimension
D−1 log pĨ(Ĩ|I;ϕ), where D is the total number of dimen-
sions (both pixels and channels) in the input. Negative
log likelihood is a standard evaluation metric for generative
models and density estimation, but it is known to be less
sensitive to distributions that overestimate the variance of a
distribution. To account for this we also evaluate the model
using the Kullback-Leibler (KL) divergence metric intro-
duced in [2]. Both NLL and KL divergence are reported
in nats. Specifically, given a noisy and clean image, we
compute a histogram of both real noise and noise generated
by a model by subtracting the clean image and computing
the KL divergence between the two histograms. See [2] for
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more details on this metric. To evaluate the denoiser, we
compute peak signal-to-noise ratio (PSNR) and the struc-
tural similarity index measure (SSIM).

SIDD contains scenes with ISO levels ranging from 50
to 10,000; however, many of those ISO levels have only a
small number of images available. To be consistent with
other methods that use SIDD for noise modeling—for ex-
ample, [2]—we remove images with rare ISO levels, keep-
ing only ISO levels 100, 400, 800, 1600, and 3200. Af-
ter filtering, approximately 500,000 patches of size 32×32
pixels are extracted. The extracted patches are separated
into training and test sets using the same training and testing
split of SIDD scenes that was used in [2]. Approximately
70% of the extracted patches were used for training and the
remaining were used as testing. We trained all models us-
ing the Adam optimizer [16] for 2,000 epochs. We used a
value of λ = 218 in all experiments, unless otherwise noted.
To speed up convergence and avoid early training instabili-
ties we pre-trained the denoiser D on the training set using
Ldn alone for all of the experiments. The architecture of
the Noise Flow noise model and DnCNN denoiser was the
same as in [2], but both were reimplemented in PyTorch and
verified to produce equivalent results as the original Noise
Flow implementation.

4.1. Noise Modeling

We first compare our proposed approach quantitatively
to traditional noise models which have been calibrated us-
ing supervised, clean images. Table 1 compares the re-
sults of our model against the camera noise level function
(Cam-NLF), a simple additive white Gaussian noise model
(AWGN), and Noise Flow [2]. Despite only having access
to pairs of noisy images, the proposed Noise2NoiseFlow
has effectively identical performance to the state-of-the-
art Noise Flow model which is trained on clean/noisy im-
age pairs. To demonstrate the benefit of joint training, we
trained a Noise2Noise denoiser [20] on noisy/noisy paired
data and use this to denoise images to train Noise Flow. We
refer to this as “N2N+NF.”

We also compared our results to the recently released
“calibrated Poisson-Gaussian” noise model described in
[38]. The results for this comparison in terms of KL diver-
gence can be found in Table 2 for the three cameras reported
in the paper [38], as the Calibrated P-G model included
noise parameters only for three different sensors: iPhone
7, Samsung Galaxy S6 Edge, and Google Pixel. It is clear
that while the Calibrated P-G model improves over the in-
camera noise level function, it still lags behind both Noise
Flow and Noise2NoiseFlow. We again see that the proposed
Noise2NoiseFlow outperforms this very recent method.

Figure 3 shows qualitative noise samples generated by
Noise2NoiseFlow, as well as other baselines compared to
the real noise. The samples are generated for different cam-

Model NLL DKL

AWGN -2.874 0.4815
Cam. NLF -3.282 0.0578
N2N+NF -3.459 0.0363

Noise Flow -3.502 0.0267
Noise2NoiseFlow -3.501 0.0265

Table 1. Negative log-likelihood per dimension and DKL

results on test data for baseline models and our proposed
Noise2NoiseFlow model. Noise2NoiseFlow significantly im-
proves over AWGN and Camera NLF and is on par with the Noise
Flow model, while requiring no clean images. It also improves
over separately training a Noise2Noise denoiser and NoiseFlow
(N2N+NF), demonstrating the value of joint training.

IP S6 GP Agg
AWGN 0.4353 0.4863 0.5865 0.4934

Cam. NLF 0.0513 0.1014 0.0212 0.0596
Calibrated P-G 0.0188 0.0981 0.0332 0.0492

Noise Flow 0.0112 0.0469 0.0180 0.0250
Noise2NoiseFlow 0.0125 0.0444 0.0190 0.0249

Table 2. Per camera KL divergence performance of our model
Noise2NoiseFlow compared to the baselines on three camera sen-
sors for which the Calibrated P-G model is defined as well as the
aggregate results on the test data for these three sensors.

era sensors, ISO levels, and scenes. The suffix N corre-
sponds to normal light and L corresponds to the low-light
conditions. As evidenced by these images, the results from
Noise2NoiseFlow are both visually and quantitatively better
than other baselines, especially in low-light/high-ISO set-
tings, where other baselines underperform.

4.2. Noise Reduction

While the primary goal of this work was noise model-
ing, it also includes a denoiser as a key component. Here
we investigate the performance of the denoiser by evaluat-
ing its performance in terms of PSNR on the held-out test
set. We compared against three scenarios, which are re-
ported in Table 3. In all cases the exact same DnCNN ar-
chitecture is used. First, we trained the same denoiser ar-
chitecture D using the Noise2Noise [20] loss alone. This
is shown in Table 4 as “Noise2Noise+DnCNN” and shows
that, indeed, the joint noise model training improves the
denoising performance by over 1.2dB, a significant mar-
gin in PSNR. Second, we trained a supervised DnCNN
model using the corresponding clean image patches for
the training set; this is indicated in the table as “DnCNN-
supervised”. Noise2NoiseFlow outperforms this by nearly
1.5dB, despite not having access to clean images. In fact,
both Noise2Noise+DnCNN and Noise2NoiseFlow outper-
form this clean-image supervised baseline, suggesting that
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(a) Gaussian (b) Camera NLF (c) Calibrated P-G (d) Noise Flow (e) Noise2NoiseFlow (f) Real noise (g) Clean image
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Figure 3. Noise synthesis samples from (a) the AWGN model, (b) Camera NLF, (c) Calibrated P-G [38], (d) Noise Flow [2], and our
proposed method, Noise2NoiseFlow, compared to the (f) real noise in SIDD. Our samples are closer to real noise in terms of both visual
perception and the KL divergence metric. Codes on the left indicate [camera]-[ISO]-[brightness]. For Calibrated P-G [38] calibrated
parameters for SIDD only include three camera sensors (IP, GP, and S6) so some synthesis results are not available.

the increased variety of data available with noisy image
pairs appears to be more valuable than access to clean im-
ages. We also trained a supervised Noise Flow model and
used samples generated from the model to train a DnCNN
denoiser. We refer to this baseline as “DnCNN - NF syn-
thesized”. The “DnCNN - NF synthesized” outperforms the
“DnCNN-supervised” baseline which is consistent with the
results reported in the Noise Flow paper [2]. However, it
still significantly underperforms Noise2NoiseFlow.

Figure 4 shows qualitative denoising results from
Noise2NoiseFlow and the aforementioned baselines. The
results show that our model performs better in denoising,
especially in more severe situations (high ISO and low
brightness). The estimated clean signal tends to be much

smoother and cleaner for Noise2NoiseFlow than both of its
baselines in terms of visual perception and PSNR in almost
all the cases. Taken together, our results demonstrate that
the joint training of both an explicit noise model and a de-
noiser not only allows for weakly supervised training, but
also improves the resulting estimated denoiser.

4.3. Ablation Studies

We next investigate the design choices for our framework
and their impact on the results. First, we conduct an ablation
on the value of λ, the weighting factor for the Noise2Noise
loss. We explored a wide range of values, from λ = 0
to λ = 218. For each value, we computed the negative
log-likelihood per dimension and the PSNR of the denoiser.
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Figure 4. Denoising results from (b) DnCNN-supervised, (c)
Noise2Noise trained with DnCNN, and (d) Noise2NoiseFlow on
samples from SIDD-Medium testing data. The codes on the left
indicate the ISO level as well as the lighting condition.

Model PSNR SSIM
Noise2Noise+DnCNN 51.57 0.977

DnCNN-supervised 51.32 0.980
DnCNN - NF synthesized 51.71 0.980
Noise2NoiseFlow(ours) 52.80 0.984

Table 3. Denoising results from a DnCNN trained with supervised
noisy/clean paired data from SIDD-Medium, Noise2Noise with
a DnCNN trained on nosiy/noisy image pairs, a DnCNN trained
with noise samples generated from a supervised Noise Flow
model, and our denoiser model trained on the same noisy/noisy
data measured by PSNR and SSIM on the test set.

The results are plotted in Fig. 5 and show that our results
are relatively robust to the choice of λ. While a value of
λ = 0 produces reasonable results, better results are gener-
ally obtained with larger values of λ. This indicates that the
Noise2Noise loss in Eq. 5 plays an important role in stabi-
lizing the training and ensuring consistency of the denoiser.

Next, we consider a different form of the loss function
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Figure 5. Negative log-likelihood per dimension and PSNR re-
sults on test data as a function of the regularization term λ. Cross-
sample loss refers to training with Eq. 4 and self-sample loss refers
to training with Eq. 6. Cross marks indicate the loss at the last
epoch in cases where training failed as evidenced by spikes in
NLL and significant drops in PSNR. All experiments with the self-
sample loss and λ ≤ 216 ultimately diverge.

where we use the estimated clean image based on Ĩ1 for the
noise model loss function with Ĩ1. Formally, we use the
noise model objective

Lnm(Ĩ1, Ĩ2) = − log pĨ(Ĩ1|D(Ĩ1; θ);ϕ)− log pĨ(Ĩ2|D(Ĩ2; θ);ϕ)
(6)

instead of the one proposed in Equation 4. We refer to
training based on this model as the self-sample loss, in
comparison to the cross-sample loss. While a seemingly
innocuous change, training based on Equation 6 becomes
extremely unstable. In this case, the denoiser can converge
to a degenerate solution of the identity function—namely,
D(Ĩ) = Ĩ—which allows the noise model pĨ to converge to
a Dirac delta and the value of Lnm(Ĩ1, Ĩ2) goes to negative
infinity. This behaviour can be alleviated with large values
of λ, which can be seen in Figure 5, where settings of λ
that resulted in diverged training are indicated with a cross
at the value of the epoch before the divergence occurred. As
the figure shows, values λ less than 217 resulted in this be-
haviour. In contrast, the proposed loss function in Equation
4 is robust to the choice of λ, even allowing training with a
value of λ = 0, which disables the Ldn term from Equation
5 entirely. We also explored higher values for λ (e.g., 219)
but did not observe significant changes in behaviour.

We also explored different choices of denoiser architec-
ture and noise model as our framework is agnostic to these
specific choices. For the denoiser, beyond the DnCNN
architecture, we also considered the U-Net [30] denoiser
architecture used in [20]. For the noise model, beyond
the Noise Flow-based model, we also considered the het-
eroscedastic Gaussian noise model, or noise level function
(NLF), due to its ubiquity. We implemented the NLF as a
variation on a Noise Flow architecture. Specifically, tak-
ing the signal-dependent and gain layers of the Noise Flow
model, without any of the other flow layers, results in a
model that is equivalent to the NLF.
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Denoiser Noise model NLL DKL PSNR
DnCNN Noise Flow -3.501 0.0265 52.80
U-Net Noise Flow -3.500 0.0255 52.64

DnCNN NLF -3.461 0.0288 52.69
U-Net NLF -3.463 0.0332 52.13

Table 4. Performance on test data from our ablated models. Each
row corresponds to a specific choice for the noise model and the
denoiser architecture. NLF corresponds to our modified version of
heteroscedastic Gaussian model implemented as a bijective nor-
malizing flow transformation.

The results of this experiment can be found in Table 4,
which reports the negative log likelihood per dimension, KL
divergence metric, and PSNR of the resulting noise model
and denoiser for all combinations of these choices. The re-
sults indicate that the choice of denoiser architecture is not
particularly important. Both U-Net and DnCNN produce
similar results to one another, for both choices of noise
model. However, we see that the use of the Noise Flow
model over the heteroscedastic Gaussian noise model does
provide a boost in performance for both noise modeling and
denoising. Further, and consistent with results reported re-
cently elsewhere [38], we see that a retrained heteroscedas-
tic Gaussian noise model can outperform the parameters
provided by camera manufacturers.

4.4. Training with Individual Noisy Images

Here we have proposed a novel approach to noise model
training by coupling the training of a noise model with a de-
noiser and based on the Noise2Noise framework. This nat-
urally raises the question of whether a noise model could
be trained with only individual noisy images, particularly
given the success of such approaches for denoisers. All of
these approaches aim to prevent the denoiser from collaps-
ing into the degenerate solution of an identity transforma-
tion, similar to the behaviour identified above with the al-
ternative loss formulation in Equation 6, by either using a
blind-spot network architecture (e.g., Noise2Void [18] and
Noise2Self [4]), or adding additional noise to the input im-
ages (e.g., Noisier2Noise [25], Noisy-as-Clean [35], and
R2R [27]). To investigate this idea we considered using the
R2R [27] framework, which, given a single noisy image Ĩ,
generates two new noisy images as

Ĩinput = Ĩ+DT z, Ĩtarget = Ĩ−D−1z, (7)

where z is drawn from N (0, I), and D = αI is an in-
vertible matrix with scale parameter α. We modify our
loss functions to utilize these new images so that Lnm =
− log pĨ(Ĩ|D(Ĩinput)) and Ldn = ∥Ĩtarget − D(Ĩinput)∥22
and train by optimizing L = Lnm + λLdn as described
above. We use the same DnCNN architecture for D and

Model NLL DKL PSNR
Noise Flow -3.502 0.0267 N/A

Noise2NoiseFlow -3.501 0.0265 52.80
R2RFlow -3.443 0.0983 50.08

Table 5. Performance on test data from our proposed R2RFlow
formulation that requires only single noisy samples and no super-
vision in any forms compared to Noise2NoiseFlow (weak super-
vision) and the Noise Flow model (supervised).

the Noise Flow model for pĨ and report the results in Ta-
ble 5, with this variation labelled as R2RFlow and com-
pared against a clean-image supervised Noise Flow model
and the noisy-pair supervised Noise2NoiseFlow. The re-
sults indicate that the R2RFlow approach yields a reason-
able noise model, though significantly below the perfor-
mance of Noise2NoiseFlow, particularly in terms of denois-
ing. However, the experiment is enticing and suggests that
this is a promising direction for future work.

5. Conclusions and Future Work
We introduced a novel framework for jointly training a

noise model and denoiser that does not require clean image
data. Our experimental results showed that, even without
the corresponding clean images, the noise modeling perfor-
mance is largely the same when training only with pairs of
noisy images. We believe this approach can improve the
practicality of the existing noise models in real-world sce-
narios by reducing the need to collect clean image data,
which can be a challenging, tedious, and time-consuming
process and may not be possible in some settings, e.g.,
medical imaging. Further, joint training was shown to im-
prove denoising performance when compared with a de-
noiser trained alone. The learned denoiser can even surpass
supervised baselines, which we hypothesize is due to the
increased number of noisy images and indicating that noise
modeling can provide useful feedback for denoising.

While training a noise model without clean image data
is a significant step towards more practical noise models,
our proposed approach still required paired noisy images.
We believe that it may be possible to go further still and
train a noise model in a purely unsupervised manner, i.e.,
without clean images or pairs of noisy images. Our pre-
liminary experiments with the R2R framework [27] suggest
that this may indeed be feasible, but more work remains
to be done. Code for this paper is available at: https:
//yorkucvil.github.io/Noise2NoiseFlow/.
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