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(a) What we train with

(b) What we train for

(c) What we can do without explicit training

Figure 1. (a) We train with our scale-consistent positional encodings and modified generator architecture that enables (b) synthesis of
arbitrary scales and multi-scale consistency. (c) We showcase our results for novel configurations not encountered during training such as
generation at never-seen-before scales, extrapolation and editing using spatial transformations such warping and stretching.

Abstract

Positional encodings have enabled recent works to train
a single adversarial network that can generate images of
different scales. However, these approaches are either lim-
ited to a set of discrete scales or struggle to maintain good
perceptual quality at the scales for which the model is not
trained explicitly. We propose the design of scale-consistent
positional encodings invariant to our generator’s layers
transformations. This enables the generation of arbitrary-
scale images even at scales unseen during training. More-
over, we incorporate novel inter-scale augmentations into
our pipeline and partial generation training to facilitate the
synthesis of consistent images at arbitrary scales. Lastly,
we show competitive results for a continuum of scales on
various commonly used datasets for image synthesis.

1. Introduction

Generative adversarial networks (GANs) [9] are the most
commonly used paradigm for generating and manipulating
images and videos [12,24,25,29,30,35,36]. The promising

results obtained by GANs have motivated several applica-
tions of computer graphics and visual content generation.
Ideally, a GAN model is not only capable of generating im-
ages similar to the training data but also provides the flex-
ibility to manipulate and control the generation process for
the target application [13,27]. For instance, a GAN model
used for animations and videos should be able to generate
objects in different positions, scales, and viewpoints while
maintaining consistency over other attributes of the object.
Having a single model that provides control over different
object attributes has received substantial attention from the
research community [7, 18, 20]. However, most of the ex-
isting GAN models are limited to the positional priors of
their training data, making them unable to generate unseen
translations and scales.

Xu et al. [37] recently revealed that convolutional GANs
learn the positional priors of their training data by using the
zero paddings in the convolutions as an imperfect and im-
plicit positional encoding. Motivated by such discovery, ex-
plicit positional encodings have been proposed to make the
GAN models equivariant to different translations, scales,

11533



and resolutions [2,6,32,37]. Positional encodings have cre-
ated the possibility of obtaining a single GAN model, that
can generate images with different resolutions, as well as
different object scales and positions. However, despite the
new opportunities brought about by the recent works, the
existing methods are still limited to multi-scale generation
only in discrete resolutions. They suffer from object incon-
sistency between different scales and resolutions.

To address the aforementioned limitations, we aim to
extend the task of multi-scale generation, using a single
generator, to arbitrary continuous scales. To this end, we
first propose a more suitable positional encoding formu-
lation. While this leads to arbitrary-scale generation, this
strategy alone does not guarantee consistency across scales.
We therefore further propose a means of enforcing consis-
tency between different scales and resolutions using inter-
scale augmentations in the discriminator. Specifically, we
generate images at different scales from the same latent
code. Then, pairs of generated images at different scales go
through channel-mix and cut-mix augmentations. Finally,
the discriminator classifies the augmented images as real or
fake. Such an approach encourages the generator to gen-
erate scale-consistent images so that the images still look
realistic after inter-scale augmentations. Lastly, our method
can also generate parts of the image in arbitrary resolutions
with scale consistency, as visualized in Figure 1.

To summarize our contributions:

e We design a scale-consistent positional encoding
scheme that enables fully convolutional and pad-free
generators to generate images of arbitrary scales.

* We introduce a set of inter-scale augmentations that
pushes the generator to create consistent images
among scales.

e We further facilitate the consistency among arbitrary
scales by incorporating partial generation in our train-
ing pipeline.

We perform experiments on various commonly used
datasets characterized by diverse positional priors. Our re-
sults indicate that the introduced pipeline permits the con-
sistent generation of images of arbitrary scales while pre-
serving high visual quality.

2. Related Work

Generative adversarial networks have been exploited
in various applications for unconditional generation [!5],
as well as generation constrained by conditions, such as
images [41], semantic categories [3, 31], semantic lay-
outs [24,25], and text [28]. As the main focus of this work,
existing methods on partial generation and multi-scale gen-
eration based on GANSs are discussed in this section.

2.1. Partial Generation

Standard GANs are usually trained to directly map a la-
tent code to a full image. Models capable of partial gener-
ation, on the other hand, typically generate different parts
of the image independently, which they can then aggre-
gate to construct the full image. As investigated in previ-
ous works, partial generation can be posed as both patch-
wise [5,21,22,33,42] or pixel-wise [2] generation of the
images. The main challenge in partial generation is main-
taining the global structure and consistency of the full im-
age. Therefore, position-aware generation using implicit or
explicit positional encoding has become a crucial compo-
nent of partial generation. Positional encodings have also
been used in the context of semantic image synthesis [34].

COCO-GAN [21] generates different patches of the im-
age and concatenates them to form the full image. The
global consistency is ensured by using a generator that uses
positional encodings coupled with a global latent code and
a discriminator that assesses the quality of the concatenated
patches. Infinity-GAN [22] is another model based on patch
generation that combines a local latent code with global la-
tent code and the positional encoding to drive generation.
ALIS [33] exploits patch generation to generate images in-
finitely extendable in the horizontal direction.

INR-GAN [32] and CIPS [2] differ from the aforemen-
tioned works as they perform partial generation pixel-wise.
Instead of generating image patches using a convolutional
network, they exploit fully-connected implicit neural repre-
sentation (INR) to generate each pixel based on their posi-
tion in the coordinate grid. The sample-specific parameters
of the INR for each image are generated by a hyper-network
that receives the latent code as its input.

Contrary to these works, our generator learns global con-
sistency by generating smaller resolution full-frame images
and imposing a multi-scale consistency objective.

2.2. Multi-scale Generation

Multi-scale generation can be defined as the task of gen-
erating images in different scales using a single model.
MSG-GAN [19] can be seen as one of the earlier works
on multi-scale generation. Inspired by ProGAN [14], the
authors propose an architecture that outputs an RGB image
at each layer of the generator, resulting in generating mul-
tiple scales of the same image. This approach, however, is
only limited to the discrete resolutions up to the resolution
of the final output. A recent study called MS-PIE [37], pro-
poses a padding-free fully-convolutional architecture capa-
ble of multi-scale generation based on the input positional
encoding and the global latent code. The multi-scale gen-
eration can be done by feeding different resolutions of the
positional encoding to the generator. To avoid shrinkage
in the size of the padding-free feature maps, authors use
bi-linear upsampling layers that generate feature maps with
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extra boundaries, compensating the lack of positional en-
coding. A similar recent study [0] achieves multi-scale gen-
eration by feeding the positional encodings at each layer of
the generator, while retain the zero padding. We show that
with proper design of positional encodings using them only
as input is sufficient for multi-scale generation. Moreover,
none of the aforementioned methods tackles the problem
of synthesis at arbitrary scales nor addresses whether the
multi-scale output is consistent.

CIPS [2] and INR-GAN [32], while trained for a single
scale, are able to generate in multiple scale. Note, however,
that their single-location conditional input does not contain
any information about the scale they aim to generate in.

3. Our Method

We aim to design a generative adversarial network for
image synthesis capable of: (a) full-frame or in-parts image
generation, (b) generation of arbitrary resolutions, and (c)
consistency across different scales and parts.

3.1. An image as a continuous space

By viewing an image [, in a continuous coordinate space
R?, image generation is seen as sampling image values at
discrete locations within a finite rectangular area of this con-
tinuous space. We define the scale s of the sampled image as
the sampling period, and its resolution r = (rg,7,) € N 2 as
the number of sampled points. Accordingly, the dimensions
(w, h) of the image in the continuous space are obtained as,

(w,h) = (ryg * 54,7y * 5,) € R?. (1)

We also need a reference location for the rectangle in the
continuous space to specify the rectangular region. We use
the image’s center coordinates ¢ = (¢, ¢y). Now, the tu-
ple a = (¢, s, ) uniquely describes a sampled image I, ,.
Therefore, I ,[i, j]-the value for the pixel (¢, j) in I, ,—is
obtained from the continuous image as:

Izﬂl[ia.j] = Iz(cx + SxZ — UJ/Q,
Cy + syj — h/2) (2)
3

where z is the semantic identifier of the image space.
Each different scene/portrait/photograph has each unique z.

3.2. Properties of Arbitrary-Scale Synthesis

A convolution-based generator architecture needs spe-
cific characteristics to enable arbitrary-scale synthesis in a
spatially equivariant and scale-consistent manner. This sec-
tion will formulate these properties concerning the input po-
sitional encodings used as guidance.

Position-guided generation. The generator needs to of-
fer the ability to designate where in the image space (c) and
at which resolution (r) and scale (s) it should generate the
image. We give this information to the network via posi-
tional encodings Penc(@) = Penc(c, 7, s). Similar to the def-
inition of I,, each element of p.,. designates a single loca-
tion. The sampling period of the locations defines the scale,
their number and alignment, the resolution. pe,. are differ-
ent from the latent code z, which can be thought of as a
description of the scene that produces another image space.
Our generator network G maps the latent code z and a po-
sitional encoding as to an image space:

I, 4 = G(2,penc(a)), where a = (c,r, s) 4)

Spatial equivariance can be formulated as follows: A
shift in reference location ¢ — ¢’ of the positional encod-
ings should result in a similar shift in the image space,

I, oo = G(2,penc(a’))where a' = (', 1, 5) 5)

We can similarly define scale consistency as equivari-
ance to the scale transformation s — s’

I, oo = G(2,Penc(a”))where a” = (c,r, s") (6)

3.3. Designing a Scale- and Translation Equivariant
Generator

We base our generator network G on the commonly used
StyleGANvV2. First, we discuss the modifications needed
to achieve the spatial and scale equivariance. The genera-
tor’s architecture is mainly composed of a learned constant
input, a modulated 3x3 convolution layer, and L blocks,
each containing one upsampling layer and two modulated
3x3 convolution layers. The convolution layers use zero
padding, which keeps the resolution of the input-output fea-
ture maps unchanged. The only size-changing operations in
the generator are the up-sampling layers. Let the input size
be n;,xn;,. The output resolution is given by:

TL = Nyp * oL @)

This means that the size of the output of a convolutional
generator is directly proportional to the size of its input and
can only have values with a 2% increment. To synthesize
an image where the full-frame resolution is between two
consecutive values, e.g. L1, Lo, G needs to handle partial
synthesis. The end result is either trimmed down 7y, or a
stitched up version of smaller outputs.

Both scale and translation equivariance are critical to-
wards our objective. As a generator architecture is a multi-
step process, a natural way to impose equations (5) and (6)
is for them to hold at each intermediate step. Convolutional
layers are, by design, translation equivariant. Thus, we ad-
dress this property in the rest of the components: padding,
upsampling and positional input.
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Figure 2. Our training pipeline. We use positional encodings to guide the generation. Increasing their number leads to a larger resolution
while changing the spacing between them alters the scale. The gray box indicates the positions corresponding to a full face. The number of
red dots is constant and defines the positional padding used to compensate for the lack of zero padding in the generator. Applying interscale

augmentations enhances the consistency among the scales.

Removing the padding. Zero padding breaks the trans-
lation equivariance of the network [22, 37]. Removing it
strips the network of its positional anchor. Instead, posi-
tional encodings guide the generation of the image [6,37].
However, without padding, the 3x3 convolution leads to a
shrink-ed output feature map compared to its input.

Pitfalls when upsampling. One approach [37] to
counter this shrinkage effect of zero padding, is to change
the upsampling operation to a factor larger than two. This
provides an excess of pixels in the feature maps that is sub-
sequently consumed by the convolutions. Specifically, as
two convolution blocks are applied after the upsampling, the
feature maps are resized from n;,, to 2 * n;,, + 4. However,
this approach transforms the space unevenly when applied
to different scales. An input of 4x4 will be rescaled with a
factor of 3 while an input of 8x8 with a factor of 2.5.

Similarly, an uneven transformation of space happens
when resizing is done with aligned corners, both as part of
the upsampling operation and the design of input encodings.

Fixed positional corners. Xi et al. [37] argue that us-
ing fixed values for the edge positional encodings, same
for every scale, provides spatial anchors across the image
space. While this is useful for generating images of spe-
cific set of scales, it impedes our arbitrary-scale and par-
tial synthesis goal. For translation equivariance, it is cru-
cial for the encodings to point at the center of the pixel
and not at the corners. This way, two independently gen-
erated patches will be characterized by equally spaced po-
sitions. In multiscale synthesis, aligned-corners alter the
sampling period between different scales, where d,, x, =
(w/(n—1),h/(n—1)).

Alternatively, sampling all the positional encodings as
the central location of the patch they produce gives a period
of dpxn = (w/n, h/n) and thus 2doy, w2y, = dpxn-

This inter-scale inconsistency of the positional ground-
ing between layers pushes the network to overfit to the

scales it is trained to generate. Therefore, the generator is
unable to synthesize in a scale in between. We can observe
this effect in the first row of Fig. 3.

Scale consistent positional encodings. We address the
aforementioned issues in our design of the positional en-
codings. A grid coordinate system is used as a natural and
straightforward way to define them.

As we want the positional encodings to describe the
same area as the sampled image I, ,, described by a =
(¢, s,r) and the input resolution is n x 7, we find the sam-
pling period to be s, = (w/n,h/n) as per (1).

To counter the shrinkage effect we utilize feature unfold-
ing [4,22]. However, for multiscale synthesis, the unfolding
should be used as auxiliary padding and not taken into con-
sideration when designing the encodings’ sampling period
to maintain 2ds,, x2, = dnxn. Therefore, we extrapolate
the positional encodings by the constant 7, on each side.
We define the positional encodings as,

Penc(@)[i, j] = (cz + 82(i +0.5) — w/2,
ey +5y(7 +0.5) — h/2),
V’L,] S [7npada n + npad) N Z (8)

Note that np,q does not affect the scale s. Using penc(a) as
the input to our StyleGAN2-based architecture the resolu-
tion of the intermediate feature maps is:

ngu ¢ ="M+ 2npg — 2 For the first convolution

-1
Nout = Nout * 2-4

For each upsampling block  (9)
By setting npag = 3 we get:
nby = nin % 20 + 4 (10)

These extra 4 pixels at the margins of each intermediate fea-
ture map are there regardless of the input size. They play
the auxiliary role of keeping equation (10) consistent among
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Figure 3. Results for different positional encodings and upsam-
pling techniques. The generator was trained with two output reso-
lutions: 128 and 192. Our positional encodings enable the gener-
ator to generate in a scale between the ones it was trained for, but
it does not produce consistent results. Adding the scale-consistent
objective and partial synthesis training alleviates this problem.

layers. We remove them at the end of the network, and thus
our output resolution is described by the same formula as
its zero-padded counterpart (Equation (7)).

Feature unfolding designates an image area larger than
the one we want to generate. The upsampling is doubling
the scale without changing the area. The convolutions con-
sume the excess area, but the area described by the initial
positional encodings does not change between layers.

A shift in positional encodings translates to a shift of the
image. Additionally, changing the spacing between them
without increasing their number will change the size of the
area they describe and let us generate a continuum of scales.

3.4. Training for scale

While the design choices described in the previous sub-
section permit the generation of arbitrary-sized images, they
do not guarantee consistency among images generated from
the same latent code but at different scales. To achieve this,
we propose a scale consistency objective.

Training pipeline. In order to train for a multiscale ob-
jective, we teach the generator to synthesize images of dif-
ferent scales. For each batch, we randomly choose the out-
put resolutions 7smay and Tage = 1.5 * 7mqn from a prede-
fined set, in accordance with Equation (10).

Assuming a generator with 6 upsampling blocks, we pick
Tsmall = 256 and 7. = 384. This gives us ngmar = 4
and njaee = 6. Then, we randomly choose the scale s of
the image that will be generated and its location (¢, ¢y).

Lastly, we sample the latent code z. Thus, we get,

Iz,asmau = G(zapenc(asmaH)) (11)
Iz,ak.rgc = G(vaenc(alarge)) (12)

Similarly, we crop and resize the real images per (¢, ¢y ).

Scale consistency. The classic adversarial training only
pushes images to look realistic at each scale. We need to de-
fine an objective that will teach the generator to match the
outputs. A straightforward approach is to impose a distance
metric, such as L1 loss, between images generated at dif-
ferent scales and subsequently resized to match. However,
this can give the network conflicting incentives. The L1 loss
drives the different images to match without any regard to
their perceptual quality; two uniformly black images would
achieve the perfect L1 loss.

We propose a scale consistency approach that strives si-
multaneously to generate similar images at different scales
and images that look realistic. To achieve this, we use aug-
mentation techniques during the training of the discrimina-
tor without changing its loss function.

We deploy two types of augmentations before feeding
I g and I 4. to the discriminator. First, we use Cut-
Mix [39] to crop a region at one scale and substitute it with
a resized crop of the same region of the image generated at
the other scale. Then, we use ChannelMix to randomly sub-
stitute some of the RGB channels of the image at each scale
with ones from its counterpart, after it is resized to match.

The discriminator is trying to measure the realness of
the mixed images. In the process, the generator learns to
associate the identity of images it synthesizes with the style
code and their position and scale with the input positional
map. The whole pipeline of our method is shown in Fig. 2.

Global consistency for partial generation by Multi-
scale Training. Combining partial and multiscale train-
ing naturally counters a common partial synthesis problem:
global consistency. The generator can create a consistent
large resolution full-frame image at inference, without ex-
plicitly trained for it. The network learns the global struc-
ture by being taught to generate small-resolution full-frame
images, and detailed textures of high-resolution patches.

Handling Injected Noise during inference. In Equa-
tion (4) we described a simplified formulation of the gener-
ator that omitted the injected noise at the end of each convo-
lution. We strive for consistency among different scales of
images produced with the same latent code, but randomly
sampling the injected noise works against this objective.

Imposing scale-consistent positional encodings enables
a practical feature. We know the positional grounding of
every pixel of every intermediate feature map. This lets us
have a position-aware interpolation of the noise to match
corresponding pixels between scales.

Similarly, the same technique can be used towards trans-
lation equivariant synthesis. We shift the intermediate noise
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Figure 4. FID scores for entire face generation for a continuum
of scales for the FFHQ dataset. The continuous lines indicate the
methods that can generate in arbitrary scales. ScaleParty performs
competitively to single-scale models.

Self-SSIM(5k)

Method: 320 384 448 512
MSPIE [37] 0.1194 0.5929 0.3316 0.5785
MS-PE [6] 09128 0.8687 0.8367 0.8112

CIPS-256 [2] 0.9991 0.9987 0.9985 0.9981
ScaleParty-noSC/Full | 0.7154 0.6975 0.6489 0.6511
ScaleParty-Full 0.8637 0.8942 0.8266 0.8114
ScaleParty 0.8802 0.8779 0.8568 0.8454

Table 1. Self-SSIM between Sk FFHQ generated images of differ-
ent scales, resized and compared at resolution 256x256.

according to the positional encodings’ shift and sample only
the portion of the images outside the generational frame.

4. Experimental Results
4.1. Implementation

We base our implementation on MS-PIE [37] using the
mmgeneration framework [8] built upon PyTorch [26]. For
all upsampling operations, we use bilinear interpolation
without corner alignment. In order to match the feature
maps of the network’s RGB branch, we remove the fea-
ture maps’ marginal pixels after upsampling. Our model
is trained with the non-saturating logistic loss, with R1 gra-
dient penalty [23] for the discriminator and path regulariza-
tion for the generator [16]. We used the StyleGAN2 dis-
criminator [16] together with an adaptive average pooling
layer before the last linear layer [10,37]. For all our experi-
ments we set h = w = 2 for the encodings calculation.

4.2. Evaluation

Datasets. We evaluate using three different datasets:

e The Flick-Faces-HQ (FFHQ) [15] is composed of
70,000 images of diverse human faces. This dataset
is characterized by a strong positional prior as the im-
ages are cropped and aligned from photographs with a
larger context, based on facial landmarks. The original

Method Res | FID Prec Rec |  SelfSSIM (5k)
Dataset: LSUN Church
MSPIE [37] 128 6.67 7195 4459 | 1.00 032 043

160 | 10.76  66.21 3695 | 031 1.0 0.40
192 | 6.02 66.70 46.16 | 0.39 0.38 1.00
ScaleParty-noSC/Full | 128 | 7.62  70.21 39.84 | 1.00 0.58 0.49
160 | 747 7223 3944 | 055 1.00 0.67
192 | 740 67.83 3993 | 044 0.64 1.00
Scaleparty 128 | 9.08 70.52 32.10 | 1.00 0.95 0.93
160 | 796  70.87 32.07 | 0.94 1.00 0.95
192 | 752 68.14 3333 | 0.90 0.94 1.00

Dataset: LSUN Bedroom
MSPIE [37] 128 | 11.39 6645 2697 | 1.00 0.10 0.10
160 | 1645 63.84 23.09 | 0.10 1.00 0.12
192 | 12.65 58.10 2593 | 0.10 0.12 1.00
ScaleParty-noSC/Full | 128 | 1145 63.26 2542 | 1.00 0.67 0.55
160 | 10.80 64.48 25.77 | 0.64 1.00 0.75
192 | 11.56 60.87 26.64 | 0.50 0.73 1.00
ScaleParty 128 | 10.15 62.50 20.63 | 1.00 0.94 0.92
160 | 985 64.14 2202 | 092 1.00 0.95
192 | 992 64.77 21.10 | 0.89 0.94 1.00

Table 2. Evaluation Metrics on LSUN Church and Bedroom
datasets [38]. The datasets do not exhibit strong positional prior,
which increases the performance gain of our approach.

size of the pictures is 1024x1024. We train on FFHQ
by cropping and then downsampling the images.

e The LSUN dataset [38] consists of images that are
resized, so their smaller side is 256 pixels. We test
our method in two subcategories of the dataset: the
LSUN Bedroom, which consists of 3 million bedroom
images and the LSUN Church, which has 126 thousand
diverse outdoor photographs of churches. While each
dataset depicts a similar layout of bedroom and out-
door churches scene, the positional priors of the im-
ages are not as strong as in FFHQ. To further reduce
their strength we randomly crop square patches of the
images while training, without altering the aspect ratio.

Metrics. We rely on commonly used metrics to mea-
sure two aspects of multiscale-generation. Frechet Incep-
tion Distance [1 1] assesses the perceptual quality at each
scale. It is shown to align with human subjects’ percep-
tual judgement of an image. Improved Precision and Re-
call [17] is used to gauge the plausibility of the synthesized
images and how well these images cover the range of the
distribution of the real images, respectively. To assess the
consistency among images generated at different scales, we
deploy the SSIM metric. We call it SelfSSIM.

Note that consistency on its own should not be the goal:
two equally bad syntheses can have high fidelity among
them. SelfSSIM is used with FID to assess whether the gen-
erated images are perceptually good and consistent.

4.3. Quantitative Results

Comparison with state-of-the-art models on FFHQ.
We use the FFHQ dataset to conduct a comparative anal-
ysis with state-of-the-art methods in multiscale generation.
We test against methods designed for multiscale synthesis:
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Figure 5. Trade-off between FID and self-SSIM on FFHQ. Enforc-
ing stricter scale consistency leads to a drop in perceptual quality.
A indicates the weight applied to L1 loss, while p the probability
to apply our inter-scale augmentations to a training batch.

MSPIE [37] and MS-PE [6]. From the INR-based meth-
ods, we compare against CIPS [2] as it reports better FID
than INR-GAN [32] and their implementation readily han-
dles synthesis at arbitrary scales. We report the results of
two models: one trained for 256x256 and one trained for
10241024 images. Lastly, we include the instances of the
single-scale StyleGAN2 [16] model as a benchmark.

In Fig. 4 and Table 1 we are reporting the FID scores and
the SelfSSIM scores respectively. To calculate both metrics
we did not use the truncation trick.

ScaleParty vs. other methods. Only StyleGAN &
MSPIE consistently yield better FID scores than our ap-
proach. However, they overfit the set of scales they were
trained for and are incapable of good syntheses outside this
set. CIPS has a competitive score for the single scale it
was trained for, which rapidly deteriorates as we move away
from that scale. CIPS has the best SelfSSIM. Note, CIPS is
conditioned on a single location that does not contain any
scale information. Generating in higher scales could em-
ulate a naive upsampling method, which similarly would
yield almost perfect SelfSSIM. Therefore, ScaleParty is the
only method that can consistently achieve low FID scores
while maintaining high inter-scale consistency.

The effects of ScaleParty components on FFHQ. We
train and compare with two versions of our model, ablat-
ing on our proposed elements: (a) ScaleParty-noSC/Full
is trained with our proposed scale-invariant positional en-
codings, but only with full-frame images of a discrete set
of scales and no consistency objective. (b) ScaleParty-Full
is trained with full-frame images and an additional scale-
consistency objective: in 20% of the batches, we gener-
ate a multiscale pair of images. In contrast, our full model
ScaleParty is trained with both the scale-consistency objec-
tive and for partial generation. During training, the posi-
tional encodings (and real images respectively) are sampled
with a scale 60 — 110% of the full-frame.

We find that increasing the inter-scale consistency comes

Self-SSIM(5k)
Method: ‘ 279 307 341 384
Random | 0.8648 0.8546 0.8310 0.8501
Constant | 0.8678 0.8558 0.8389 0.8479
GridSample | 0.8960 0.8826 0.8603 0.8712

Table 3. The effect of the sampling noise method on SelfSSIM-
256x256. Our proposed grid sampling based on the relative posi-
tion of each pixel of each intermediate feature map, yields an im-
provement between 0.02 and 0.03 compared to naive approaches.

at a slight drop in perceptual quality. As seen in Fig. 4,
ScaleParty-noSC/Full produces the best FID score com-
pared to the configurations imposing scale consistency.
Partial generation trains the generator for different scales.
While ScaleParty-Full results in better SelfSSIM for the
trained full image resolutions, we observe a drop in consis-
tency for the scales the network was not trained with. How-
ever, upon visual inspection we notice an unnatural distor-
tion in the faces generated without partial synthesis training,
that is not reflected in the FID, as seen in Figure 4 of the
supplementary material for both ScaleParty-noSC/Full and
ScaleParty-Full. This distortion explains the lower SelfS-
SIM between the unseen and the trained-for scales.

The effects of ScaleParty components on LSUN
Dataset. In contrast to FFHQ, LSUN lacks strong posi-
tional priors. The difference is intensified due to the random
cropping. For investigating this setting we train MSPIE
as our baseline, as it also deploys a pad-free generator.
Furthermore we train ScaleParty-noSC/Full along with our
main configuration, ScaleParty, to illustrate the benefits of
our scale-invariant design and our scale consistency objec-
tives respectively. In Table 2 we can see the results.

MSPIE and ScaleParty-noSC/Full are trained with
128x128 and 192x192 full-frame images, sampled with
equal chance. The inconsistency between the positional en-
codings hinders MSPIE’s association of the positional input
to the output. Both noise injection and generation at differ-
ent scales lead to a change of the location of the generated
images, resulting in a poor SelfSSIM, even with good FID.
In contrast, our positional encodings learn the association,
enabling good synthesis at the unseen resolution of 160.

Compared to the positionally structured FFHQ where
MSPIE and ScaleParty-noSC/Full achieve relatively high
SelfSSIM, these configuration exhibit poor consistency in
LSUN datasets. In contrast, our ScaleParty shows similarly
high results, recording even higher increase compared to the
face dataset. We refer to the supplementary material for vi-
sual comparisons on both FFHQ and LSUN datasets.

Ablation on scale consistency approaches. We investi-
gate the effect scale consistency has on the perceptual qual-
ity of the generated images. We start with our ScaleParty-
noSC/Full model, where no such objective is imposed. We
experiment applying L1 loss and combinations of our sug-
gested inter-scale augmentations: CutMix [39] and Chan-
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Figure 6. Transformations of the positional encodings result to the
equivalent transformation of the output image. While the network
was not trained for this, partial and multiscale training enables the
generator to generalize to unseen input configurations.

nelMix. For L1 loss we test for A\ values of 0.1, 0.5, 1.0
and 10. Then, we ablate on the augmentations by altering
whether and how often they are applied per iteration.

In Fig. 5 the trade-off between SelfSSIM and FID is vi-
sualized. For brevity, we calculate the FID for 128x128 res-
olution images and the SSIM between images of 128x128
against downsized 192x192 images.

The L1 experiments yield worse SelfSSIM for the same
perceptual scores compared to our proposed augmentations
approach. The difference is intensified for larger A. When
consistency increases, perceptual quality decreases. Chan-
nelMix is pushing for global consistency compared to Cut-
Mix where the network needs to stitch the two images.
The increase of the frequency of scale-consistency batches
(p = 0.2 vs p = 0.4) increases both metrics.

How to sample the injected noise. While our network
strives to produce consistent results across scales there is a
form of randomness that we have not addressed until now:
convolutional noise. We experiment with three different
policies for sampling the noise across scales. a) Random:
the noise is randomly sampled at each layer of each scale.
b) Constant: the noise is only sampled at the largest scale
and reused for generating each smaller scale. ¢) GridSam-
ple: the noise is only sampled at the largest scale. Then, we
utilize the scale consistent positional encodings to interpo-
late the sampled values to smaller scales.

For fair comparison, we run this experiment three times
and report the average SelfSSIM. For each run 1000 style
codes are shared among the different policies. Moreover,
we sample a single noise map for both Constant and Grid-
Sample. The images were resized and compared at resolu-
tion 256x256. The proposed grid sampling method outper-
forms the other approaches as shown in Table 3.

4.4. Applications

Geometric manipulation using positional encodings.
Training for both multiscale and partial synthesis requires
the convolutional generator to learn to interpret a great va-
riety of positional encodings configurations. We present it
with unseen configurations to test how well the generator
learned to translate the positional input. We show quali-
tative results of applying transformation on the input posi-
tional encodings. In Fig. 6 and Fig. Ic we can observe : (a)

Figure 7. A single latent code is optimized to match the two real
images on the left. We apply geometric transformations to po-
sitional encodings to generate various images conditioned on the
inferred latent code. Note that only the input positions are trans-
formed, therefore we circumvent the pixelation effect that these
transformations would cause if applied on the image space.

transformation of the aspect ratio, (b) warping, (c) unseen
resolutions and (d) extrapolation.

Projection of real images. We investigate the ability
of our network to represent real images within its latent
space. Following Abdal et al. [1] we deploy optimization
of the style vectors modulating each layer of our network
(W space). We aim to minimize the perceptual [40] and
L5 loss between the real and generated images while keep-
ing the weights of the generator frozen.

We find that optimizing the latent code for a single-scale
image leads to scale overfitting. However, by optimizing the
same latent code for two scales simultaneously we are able
to also generate in all scales in between. In Fig. 7 we use
the repertoire of transformations described in the previous
subsection to geometrically manipulate a real images.

5. Conclusion

We present ScaleParty, a novel method for Arbitrary-
Scale Image Synthesis utilizing a single generative adver-
sarial network trained with positional guidance. We show
that our scale-consistent positional encodings permit a pad-
free generator to produce perceptually good results across
a continuum of scales. Furthermore, we introduce a scale-
consistency objective by applying inter-scale augmentations
before presenting the synthesized image to the discrimina-
tor network. Incorporating partial generation training in our
pipeline further improves consistency. The combination of
multi-scale and partial synthesis training teaches the gener-
ator a dense representation of positional encodings. During
inference, this can be leveraged to create geometrically ma-
nipulated images by applying transformations such as warp-
ing or stretching to positional encodings.
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