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Abstract

The capability of the traditional semi-supervised learn-
ing (SSL) methods is far from real-world application due
to severely biased pseudo-labels caused by (1) class imbal-
ance and (2) class distribution mismatch between labeled
and unlabeled data. This paper addresses such a rela-
tively under-explored problem. First, we propose a general
pseudo-labeling framework that class-adaptively blends the
semantic pseudo-label from a similarity-based classifier to
the linear one from the linear classifier, after making the
observation that both types of pseudo-labels have comple-
mentary properties in terms of bias. We further introduce
a novel semantic alignment loss to establish balanced fea-
ture representation to reduce the biased predictions from the
classifier. We term the whole framework as Distribution-
Aware Semantics-Oriented (DASO) Pseudo-label. We con-
duct extensive experiments in a wide range of imbalanced
benchmarks: CIFAR10/100-LT, STL10-LT, and large-scale
long-tailed Semi-Aves with open-set class, and demonstrate
that, the proposed DASO framework reliably improves SSL
learners with unlabeled data especially when both (1) class
imbalance and (2) distribution mismatch dominate.

1. Introduction

Semi-supervised learning (SSL) [7] has shown to be
promising for leveraging unlabeled data to reduce the cost
of constructing labeled data [4,5,36,40,57] and even boost
the performance at scale [29, 49, 67, 68]. The common
approach of these algorithms is to produce pseudo-labels
for unlabeled data based on model’s predictions and uti-
lize them for regularizing model training [29, 38,57]. Al-
though adopted in a variety of tasks, these algorithms often
assume class-balanced data, while many real-world datasets
exhibit long-tailed distributions [3, 18,31, 32]. With class-
imbalanced data, the class distribution of pseudo-labels
from unlabeled data becomes severely biased to the ma-
jority classes due to confirmation bias [2]. Such biased
pseudo-labels can further bias the model during training.
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Figure 1. Glimpse of the DASO framework. DASO reduces the
overall bias in pseudo-labels (PL) from unlabeled data by blend-
ing two complementary PLs from different classifiers. Note that
bias is conceptually illustrated as relative PL size (Rel. PL size),
meaning that pseudo-label size is normalized by actual label size.

Many methods of handling class-imbalanced labels have
been proposed in the supervised learning community, but
little interest has been made in re-balancing pseudo-labels
in SSL. Recent studies have explored this imbalanced SSL
setting, where as a reference to the class distribution of unla-
beled data, it is often assumed that it is the same as the class
distribution of labels [33,64], or a separate distribution esti-
mate is required [33]. However, the actual class distribution
of unlabeled data is unknown without the labels. For ex-
ample, unlabeled data may have large class distribution gap
from labeled data, including many samples in novel classes
not defined in the label set [58]. As we elaborate in Sec. 4,
the bias of pseudo-labels also depends on such class distri-
bution mismatch between labeled and unlabeled data, and
using inaccurate estimates or wrong assumptions about the
unlabeled data cannot be helpful under imbalanced SSL.

In this work, we present a new imbalanced SSL method
specifically tailored for alleviating the bias in pseudo-labels
under class-imbalanced data, while discarding the common
assumption that the class distribution of unlabeled data is
the same with the label distribution. To this end, as shown
in Fig. 1, we observe that semantic pseudo-labels [22] ob-
tained from a similarity-based classifier [560] are biased to-
wards minority classes as opposed to linear classifier-based
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pseudo-labels [38, 57] being biased towards head classes.
As illustrated in Sec. 3.2, we draw the key inspiration from
those complementary properties of two different types of
pseudo-labels to develop a new pseudo-labeling scheme.

In this regard, we introduce a generic imbalanced SSL
framework termed Distribution-Aware Semantics-Oriented
(DASO) Pseudo-label in Sec. 3.3. Building upon the exist-
ing SSL learner, we propose to blend the linear and seman-
tic pseudo-labels in different proportions for each class to
reduce the overall bias. This blending strategy can provide
a more balanced supervision than simply using either of the
pseudo-label. The primary novelty comes from the schedul-
ing of the weights for mixing the pseudo-labels. Specifi-
cally, we dynamically adjust the relative weights of seman-
tic pseudo-labels to be blended so that linear pseudo-labels
are less biased according to the current class distribution of
pseudo-labels. By virtue of such mechanism, without re-
sorting to any class priors for the unlabeled data, DASO
reliably brings performance gain even with substantial class
distribution mismatch between labeled and unlabeled data.

We further propose a simple yet effective semantic align-
ment loss to establish balanced feature representation via
balanced class prototypes, which is the extension of the
consistency regularization framework in [57, 66] onto fea-
ture space. We align the unlabeled data onto each of the
similar prototypes, by consistently assigning two different
views of an unlabeled sample in feature space to the same
prototype. These enhanced feature representations not only
help linear classifier produce less biased predictions, but can
also be reused for semantic pseudo-labels from similarity-
based classifier. We validate the semantic alignment loss is
useful under imbalanced SSL, especially helpful for DASO.

The efficacy of DASO is extensively justified with the
imbalanced versions of benchmarks: CIFAR-10/100 [35]
and STL-10 [12] in Sec. 4. We even test DASO with large-
scale long-tailed Semi-Aves [58] with open-set classes in
unlabeled data, closely related to real-world scenarios. As
such, DASO consistently benefits under various distribu-
tions of unlabeled data and degrees of imbalance, demon-
strating to be a truly generic framework that works well on
top of diverse frameworks such as existing SSL learners and
even other re-balancing frameworks for labels and SSL.

The key contributions in our work can be summa-
rized as follows: (1) We propose a novel pseudo-labeling
framework, DASO, for debiasing pseudo-labels by class-
adaptively blending two complementary types of pseudo-
labels observing current class distribution of pseudo-labels.
(2) DASO introduces semantic alignment loss to further al-
leviate the bias from high-quality feature representation, by
aligning each unlabeled example to the similar prototype.
(3) DASO readily integrates with other frameworks to show
significant performance improvements under diverse imbal-
anced SSL setup, including the most practical scenario.

2. Related Work

Class-imbalanced learning. Datasets that well capture the
dynamic nature of real-world exhibit class-imbalanced, or
long-tailed distributions [21,61]. Learning on such datasets
has been a great challenge to deep neural networks, since
they cannot generalize well to the rare classes [3]. Con-
ventional approaches to combat the imbalance include data

re-sampling [ 1,8,34], cost-sensitive re-weighting [6, 14,4 7],
and decoupling the representation and the classifier [27,71].
Recently, learning expert models across classes [62, 65]

and re-balancing with the data distribution in loss compu-
tation phase [25,43,51] are also shown to be effective. On
the other hand, [42, 69] leveraged unlabeled data for class-
imbalanced learning. Unlike all the aforementioned meth-
ods, we focus on alleviating the bias of pseudo-labels in
semi-supervised learning due to class imbalanced labels and
distribution mismatch between labeled and unlabeled data.
Semi-supervised learning (SSL). SSL aims to learn from
both labeled and unlabeled data. For unlabeled data, SSL
generates targets (e.g., pseudo-labels) from model predic-
tions via pseudo-labeling [29, 38], consistency regulariza-
tion [44,59], and combinations of them [4, 5, 30, 36] un-
der cluster assumption [7]. However, pseudo-labels can
be biased with class-imbalanced data [33], which harm
the model when utilized. Some works deal with such is-
sue via loss re-weighting [26, 29, 39], optimization [33],
data re-sampling [64], and meta-learning sample impor-
tance [52,53]. However, class distribution of unlabeled data
either unknown or different from the labeled one can also
exacerbate the bias, limiting the applicability of such meth-
ods. In this aspect, we devise a new pseudo-labeling method
that handles such challenging but practical scenarios.

3. Proposed Method
3.1. Preliminaries

Problem setup. We consider K -class semi-supervised im-
age classification that leverages both labeled data X =
{(2n,yn)}N_; and unlabeled data U = {u,,}M_; to train

a model f. Note that the model f = ff;s o fg"® consists

of a feature encoder fg"° followed by a linear classifier fls,

where 6 and ¢ are the set of parameters of f§5" and f;ls.
The input image z is paired with the label y to learn L
(e.g., cross-entropy) from the prediction f(x). For the un-
labeled data, a pseudo-label' p € RX is assigned to learn
the unsupervised loss £,, = ®,, (p, f(u)), where ®,, can
be implemented via entropy [19] or consistency regulariza-
tion [37,59], depending on the SSL learner.

For FixMatch [57] as an example, the pseudo-label p =

OneHot (argmaxk p,iw)) with p(*) = f (A, (u)) provides

Tn this work, we assume it includes both one-hot form and soft form
cases: Xpr = 1 where py, € [0, 1].
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Figure 2. Analysis on recall and precision of pseudo-labels and the corresponding test accuracy. Note that the class index from x-axis is
sorted by the class size; CO and C9 are the head and tail classes, respectively. Although USADTM [22] improves the recall of minority
classes, the precision of those classes is significantly reduced. In contrast, DASO improves the recall of minority classes while sustaining
the precision, which leads to higher test accuracy of those classes. More analyses with various SSL methods are provided in Appendix E.1.

the target for the prediction p(*) = f (A4(u)) with some
confident ones to the cross-entropy loss H as follows:

u(p, pV) = 1 (mgxp,i’”’ > r) H(p "), O

where A, and A, correspond to weak augmentation (e.g.,
random flip and crop) and advanced augmentation (e.g.,
RandAugment [13] followed by Cutout [17]), respectively.
Imbalanced semi-supervised learning. Let us denote Ny,
and M}, as the number of labeled and unlabeled examples
respectively in class k. The degree of imbalance for each
data is characterized by the imbalance ratio, ; or vy, where
we assume 7y; = % > 1 under imbalanced SSL. ~,,
is specified in the same way using the actual labels with-
out access during training. It is worth noting that the class
distribution of U (e.g., 7,,) may be either similar to X, or
significantly divergent in practice, and such varying distri-
butions greatly affect the SSL performances with the same
X as shown in Table 3. In this regard, our goal is to produce
debiased pseudo-labels with class-imbalanced data, while
maintaining the performances of SSL algorithms with vari-
ous, but still unknown class distribution of unlabeled data.

3.2. Motivation

Linear and semantic pseudo-label. Pseudo-labeling based
on linear classifier (i.e., fc layer), which has been widely
adopted by pseudo-label-based algorithms [10,30-32] espe-
cially for SSL [38,57], can produce biased pseudo-labels to-
wards majority classes with class-imbalanced data. We ab-
breviate this type of pseudo-labels as linear pseudo-labels.
Instead, pseudo-labels can be obtained from similarity-
based classifier [15, 54] by measuring the similarity of a
given representation (e.g., prototypes [56]) to an unlabeled
sample in feature space, which we call simply semantic
pseudo-labels. As note, similarity-based classifier has been
widely adopted for reducing biased predictions [27,41,50].
In SSL, USADTM [22] utilizes semantic pseudo-labeling
method. As following, we conduct a simple experiment to
explore each aspect of linear and semantic pseudo-labels.

Trade-offs between linear and semantic pseudo-label.
As shown in Fig. 2, we compare FixMatch [57] and US-
ADTM [22] using linear and semantic pseudo-label respec-
tively, under imbalanced SSL setup. From Figs. 2a and 2b,
the linear pseudo-labels from FixMatch achieve high recall
in majority classes while low recall but high precision in the
minorities, suggesting that actual minority class examples
are biased towards head classes. In contrast, for semantic
pseudo-labels from USADTM, the actual majorities are bi-
ased towards minority classes. This is because the precision
of tail classes has decreased significantly in Fig. 2b, while
the recall has increased in sacrifice of the recall from head
classes in Fig. 2a. Comparing the test accuracy from Fig. 2c,
USADTM shows relatively increased overall test accuracy
compared to FixMatch by virtue of more abundant minor-
ity pseudo-labels, while losing the accuracy on the head. In
other words, the overall increase in accuracy is limited when
only using semantic pseudo-labels. We provide two lessons
from the simple experiment in Fig. 2, as summarized by:

1. Semantic pseudo-labels are reversely biased towards the
tail side, which lead to the limited accuracy gain.

2. The linear and semantic pseudo-labels have the comple-
mentary properties useful for reducing the overall bias.

These empirical findings motivate us to exploit the linear
and semantic pseudo-labels differently in different classes
for debiasing. For example, as the linear pseudo-label for
a sample u points to the majorities, more semantic pseudo-
label component should contribute to the final pseudo-label
to prevent the false positives towards the head, and the vice
versa when the linear pseudo-label predicts u as minority.

We also present the result of our solution, DASO, in
Fig. 2, where the recall of the final pseudo-label has in-
creased but the overall pseudo-labels are still not biased
towards the minority classes, unlike USADTM. Thanks
to such unbiased pseudo-labels between the head and tail
classes obtained by properly blending two pseudo-labels,
the overall test accuracy also increased a lot from Fig. 2c.
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3.3. DASO Pseudo-label Framework

We propose DASO, a generic framework for imbalanced
SSL with two novel contributions as (1) distribution-aware
blending for the linear and semantic pseudo-labels and (2)
semantic alignment loss, which are described as follows.
Framework overview. Without loss of generality, we con-
sider DASO built on top of FixMatch [57] for convenience
in notations, while DASO can easily integrate with other
SSL learners as shown in Tables 1 and 3. First, the linear
and semantic pseudo-label, p and ¢(*) are produced with a
feature 2(*) = f$"(A,,(u)) from the linear and similarity-
based classifier, respectively. Then the final pseudo-label p’
is obtained from the distribution-aware blending process us-
ing p and ¢(*”), and it provides the target to £,, = @, (¢, p)
instead of linear pseudo-label in the existing SSL learner.
In case of FixMatch, the prediction of w corresponds to
p =p® = f(As(u)). For the semantic alignment loss, the
semantic pseudo-label ¢(*) provides the target for ¢(*) to
the cross-entropy, where ¢(*) is the result of the similarity-
based classifier with 2(*) = fgn¢( A4 (u)). Note that we de-
note ¢(*) as ¢ for simplicity, unless confusion arises.
Balanced prototype generation. To execute a similarity-
based classifier for obtaining the semantic pseudo-label, we
first build a set of class prototypes C = {c;} 5, from X,
similar to [22]. In detail, we build a dictionary of memory
queue Q = {Qx}X_, where each key corresponds to the
class and ), denotes a memory queue for class k& with the
fixed size |Qx|. The class prototype ¢ for every class k
is efficiently calculated by averaging the feature points in
the queue (., where we update @y, for all k at every step
by pushing new features from labeled data in the batch and
discarding the most old ones when @)y, is full.

The prototype representation can also be imbalanced us-
ing class-imbalanced labeled data. To prevent such biased
prototypes, we additionally propose balancing the proto-
types compared to [22] in two ways. First, instead of the
size of (), in proportional to the class frequency, we fix the
size of Qi for all k to the same amount as L. By averag-
ing the same number of features from each class, we can
compensate for the prototypes especially for the minority
classes, with earlier samples remaining in (). Secondly,
we adopt momentum encoder f§)° when extracting the fea-
tures for prototype generation inspired by [23]. Note that

57° has the same architecture with 5", but ¢’ is the expo-
nential moving average (EMA) of § with momentum ratio
p, Le., 0" < pf’ +(1— p)0. This stabilizes the movement of
each prototype in feature space across iteration by slowing
the pace of network parameter updates. We will verify the
effectiveness of balanced prototypes in Table 7.
Linear and semantic pseudo-label generation. We obtain
the linear pseudo-label p using the linear classifier followed
by softmax activation: p = o f;ls(z(w))). The semantic
pseudo-label g is obtained from the similarity-based classi-

fier that measures the per-class similarity of a query feature
point z of either z(*) or z(*) to the balanced prototypes C:

q = o (sim(z,C) / Tyrowo) 5 2)

where sim(-, -) corresponds to cosine similarity, and Tjroro iS
a temperature hyper-parameter for the classifier. Note that
p is biased towards head classes while ¢ is the vice versa.

Distribution-aware blending. To obtain class-specific un-
biased pseudo-label ', the semantic pseudo-label § should
be exploited differently across the class. To this end, we
propose a novel blending method for pseudo-labels, where
we increase the exposure of the component of ¢ when p is
more biased to the head classes. Formally, we blend them
with a set of distribution-aware weights v = {v;}5_| to
reduce the bias that might occur when using either p or ¢:

P =(1—uvp)p+urd, (3)

where k' is the class prediction from p, and each vy, is de-

rived as vy = —— (mi/ Td‘“). Note that 7 is the

maxy M,
normalized class distribution of the current pseudo-labels,
which is the accumulation of p’ over a few previous itera-
tions and Tjis is a hyper-parameter that intercedes the op-
timal trade-offs between p and ¢. Overall, in terms of the
linear pseudo-label, the minority pseudo-labels will remain
as minority, while pseudo-labels predicted as majority will
be likely to recover the original classes thanks to large vy .

Note that we dynamically adjust the set of weights v that
determines relative intensity of ¢ in Eq. (3), based on the
current bias of pseudo-labels m. This makes DASO flex-
ible to various distributions of I/ without resorting to any
pre-defined distribution. For example, even under the same
prediction of p for a head class, more ¢ is blended when
the current model is more biased. Similarly, a concurrent
work [63] accumulates predictions for adaptive debiasing.
Semantic alignment loss. To establish more balanced fea-
ture representations, we propose new semantic alignment
loss for regularizing the feature encoder f§". It extends the
consistency training framework with two asymmetric aug-
mentations A, and A; like [57,66] onto feature space. In
high-level, we align each unlabeled sample u to the most
similar prototype used in the similarity-based classifier, by
imposing consistent assignment for two augmented views
A, (u) and A (u) to the same ¢, in feature space. Note § is
reused to provide the target for ¢(*) with the cross-entropy
loss H:

Lalign =H (da q(s)) , 4

where ¢(*) is from the similarity-based classifier by passing
through 2() = f"(As(u)) to Eq. (2). Since Lyjign re-
lates unlabeled data to the label space through consistently
assigning to C constructed from labeled features, such en-
hanced representation can implicitly guide the classifier f;ls
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to produce less biased predictions in general, where we val-
idate the efficacy of Lyjign in Secs. 4.4 and 4.5 respectively.
Total objective. DASO is a generic framework that can
easily couple with other SSL algorithms with the modified
pseudo-label, where the final DASO objective is as below:

['DASO = ['cls + )\uﬁu + )\alignﬁaligna (5)

where both L and £, with A, come from the base SSL
learner, and Lyjign is newly introduced from DASO. Note
that £, takes the proposed blended pseudo-label in Eq. (3)
instead of the original linear pseudo-label of the learner. We
emphasize that DASO is also applicable to traditional SSL
algorithms for performance gain without L,e, due to the
absence of A; in the algorithm, as validated in Table 3.

4. Experiments
4.1. Experimental Setup

To ensure reproducibility?, all the settings of DASO and
other baseline methods are clarified in Appendix C.3.
Datasets. We conduct SSL experiments with various sce-
narios where the class distribution of unlabeled data is not
just limited to the class distribution of labeled data. To ac-
commodate such conditions, we adopt CIFAR-10/100 [35]
and STL-10 [12] typically adopted in SSL literature [57].
We make the imbalanced versions by exponentially decreas-
ing the amount of samples per class [14]. Following [33],
we denote the head class size as N7 (M;), and the imbal-
ance ratio as y; (7, ) for the labeled (unlabeled) data respec-
tively. Note that ~; and ~, can vary independently, and we
specify ‘LT’ for those imbalanced variants. We also con-
sider Semi-Aves benchmark [58] for practical setup, which
is the large-scale collection of bird species with natural
long-tailed distribution. Its unlabeled data also show long-
tailed distribution, and include large portion of examples
in broader categories compared to samples in labeled data
(e.g., open-set). For more details, see Appendix C.1.
Baseline methods. We consider Supervised baseline, learn-
ing cross-entropy with only labeled data. For using unla-
beled data, we mainly adopt FixMatch [57] for its simplic-
ity and powerful performances. To extensively validate our
proposed method in terms of re-balancing, we mainly com-
pare it with the following re-balancing algorithms on top of
FixMatch. Note that the results with other baseline SSL al-
gorithms are provided in Table 3 and the Appendix D.3. We
consider logit adjustment (LA) [43] for balancing labels.
Note that LA can also be applied to SSL methods for re-
balancing using labels. For re-balancing in unlabeled data
similar to our framework, DARP [33] and CReST [64] are
compared. We also experiment with the recently proposed
ABC [39] that performs single unified re-balancing using
both labeled and unlabeled data simultaneously.

2Code is available at: https://github.com/ytaek-oh/daso.

Training and evaluation. We have re-implemented all the
baseline methods using PyTorch [48] and conducted exper-
iments under the same codebase for fair comparison, as
suggested by [45]. We train Wide ResNet-28-2 [70] on
CIFAR10/100-LT and STL10-LT as a backbone. For train-
ing Semi-Aves, we fine-tune the ResNet-34 [24] pre-trained
on ImageNet [16]. To evaluate, we use the EMA network
with the parameters updating every steps, following [5, 33].
As note, the class score is measured via learned linear clas-
sifier at inference time. We measure the top-1 accuracy on
the test data every epoch and finally obtain the median of
the accuracy values during the last 20 evaluations [5]. When
reporting the results, we compute the mean and standard de-
viation of three independent runs.

4.2. Results on CIFAR10/100-LT and STL10-LT.

As the main results, we first consider the case when the
distribution of labeled data and unlabeled data is the same
(e.g., ¥ = v = ) in Table 1, which is the ideal case for
SSL. In Table 2, we relax such assumption and test imbal-
anced SSL methods under practical yet challenging scenar-
ios with diverse unlabeled data distributions (e.g., v 7 Yu)-
In case of y; = ,. We compare the proposed DASO with
several baseline methods, with or without class re-balancing
in Table 1. For Supervised case, even if Logit Adjustment
(LA) [43] is applied, the performances are rather limited
compared to even naive SSL method (i.e., FixMatch [57]).

We then compare imbalanced SSL methods: DARP [33]
and CReST+ [64] with the proposed DASO on FixMatch.
Remarkably, DASO shows comparable or even better re-
sults in most setups with significant gains compared to base-
line FixMatch, although DARP and CReST+ even push the
predictions of unlabeled data to the label distribution using
the assumption v; = ~, (i.e., distribution alignment [4]).
This verifies the efficacy of DASO for debiasing pseudo-
labels, even without resorting to the label distribution.

To validate DASO can reliably benefit from re-balancing
labels for debiasing pseudo-labels, we further compare im-
balanced SSL methods on label re-balancing FixMatch via
LA [43] (noted as FixMatch + LA). The results show DASO
performs the best in most of the setups. It is noticeable that
LA with DASO always improves performances compared
to both FixMatch w/ DASO and FixMatch + LA cases.

Finally, we consider ABC [39] in the bottom of Ta-
ble 1. It jointly trains the SSL learner and the auxiliary
balanced classifier (ABC) using both labeled and unlabeled
data with linear pseudo-labels, while the ABC is opted for
evaluation. We find that training ABC can readily be ex-
tended by just replacing the linear pseudo-label for ABC
with DASO pseudo-label (3). Finally, DASO can be signif-
icantly pushed by combining with ABC [39] (i.e., 13% gain
upon FixMatch for CIFAR-10). It verifies the flexibility of
DASO on any baselines regardless of re-balancing methods.
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CIFAR10-LT

CIFAR100-LT

Y == "7 =100 Y =" =" =150 Y=nN=7%=10 Y=%="Y =20

Aloorithm N; =500 Ny = 1500 Ny =500 Ny = 1500 N; =50 Ny =150 Ny =50 N; =150
& M; =4000 M; =3000 M;=4000 M;=3000 M; =400 M;=300 M;=400 M; =300
Supervised 47.3 4095 61.9 +£0.41 44.2 +0.33 58.24+029  29.6+057 4694022 25.1+1.14 41.2+0.15
w/ LA [43] 53.3+0.44 70.6 +0.21 49.5 +0.40 67.140.78 30.24+044  48.7+089 26.5+131  44.14042
FixMatch [57] 67.8+1.13 77.5+1.32 62.9 +£0.36 7244103 4524055 56.5+006 40.0+096  50.7+0.25
w/ DARP [33] 74.540.78 77.840.63 67.240.32 73.6+0.73 4944020 58.14044 43.4+087  52.240.66
w/ CReST+ [64] 76.3 +0.86 78.1+0.42 67.5 4045 7374034 4454094 57.4+018 40.1+128  52.1+021
w/ DASO (Ours) 76.0+0.37 79.1+0.75 70.1 £1.81 75.1+077 49.8+024 59.24035 43.61+009 52.9+042
FixMatch + LA [43] 75.3 4245 82.040.36 67.0 +2.49 78.0 +£0.91 4734042 58.64036 41.4+093 53.4+032
w/ DARP [33] 76.6+£0.92 80.8 +0.62 68.2 +£0.94 76.7 £1.13 50.5+078 59.94032 44.4+065 53.8+043
w/ CReST+ [64] 76.7+1.13 81.140.57 70.9 +1.18 77.9 £0.71 44.0+021  57.14055 40.6+055 52.3+0.20
w/ DASO (Ours) 77.9 +0.88 82.5 +0.08 70.1+1.68 79.0 +223  50.74+051 60.6 +0.71 44.1+0.61 55.1+0.72
FixMatch + ABC [39] 78.940.82 83.8 +0.36 66.5+0.78 80.1+0.45 4754018 59.1+0.21 41.6+083  53.74055
w/ DASO (Ours) 80.1 +1.16 83.4+£0.31 70.6 +-0.80 80.4+056 50.2+062 60.0+032 44.5+025 55.3+0.53

Table 1. Comparison of accuracy (%) with combinations of re-balancing methods on CIFAR10/100-LT under v; = 7, setup. Our DASO

consistently improves the performance over all the baselines without or with re-balancing, even with ABC [

] designed for imbalanced

SSL. We indicate the best results for each division as bold. More results including new baseline methods are provided in Appendix D.1.

CIFARI0-LT (v, # )

STLI0-LT (v, = N/A)

Yu = 1 (uniform) ~yu = 1/100 (reversed) v =10 v =20

Aleorithm N; =500 N;=1500 N;=500 N;=1500 N;=150 N; =450 N; =150 N; =450
& M; =4000 M; =3000 M;=4000 M;=3000 M =100k M =100k M =100k M = 100k
FixMatch [57] 73.0£3.81 81.5+1.15 62.5+0.94 71.8 £1.70 56.1+2.32 72.4+0.71 47.6 +4.87 64.0 £2.27
w/ DARP [33] 82.540.75 84.6+0.34 70.1+0.22 80.040.93 66.9+1.66  75.6+045 59.94+2.17  72.34+0.60
w/ CReST [64] 83.2+1.67 87.1+0.28 70.7 £2.02 80.8 +0.39 61.7 £2.51 71.6+1.17 57.1+3.67 68.6 +£0.88
w/ CReST+ [64] 82.2+1.53 86.4+0.42 62.9+1.39 72.9 +£2.00 61.2+127  71.5409  56.0+3.19  68.5+1.88
w/ DASO (Ours)  86.6 -0.84 88.8 +0.59 71.0 £0.95 80.3 +£0.65 70.0+1.19 78.4+080 65.7+178 75.3+044

Table 2. Comparison of accuracy (%) for imbalanced SSL methods on CIFAR10-LT and STL10-LT under ~y; # -y, setup. For CIFAR10-LT,

7: s fixed to 100, and y,, is unknown for STL10-LT. Our DASO consistently shows significant gains on FixMatch [

] without resorting

to any class prior under diverse class distribution mismatches between labeled and unlabeled data. We indicate the best results as bold.

In case of y; # ~,. The class distribution of unlabeled data
could be either unknown or arguably different from that of
the labeled data in real-world (e.g., v, # 7.). To simulate
such scenarios, for CIFAR10-LT, we consider two extreme
cases for the class distribution of unlabeled data: uniform
(7, = 1) and flipped long-tail (v,, = 1/100) with respect to
the labeled data. For STL10-LT, since we cannot control the
size and imbalance of unlabeled data due to unknown labels,
we instead set y; € {10, 20} with the whole fixed unlabeled
data. Table 2 summarizes the results of imbalanced SSL
methods under the setups. Note that more comparisons of
SSL methods with different re-balancing techniques (i.e.,
LA [43] and ABC [39]) are presented in Appendix D.2.
Surprisingly, DASO outperforms other baselines by sig-
nificant margins in most cases. For example, DASO shows
13.6% and 18.1% of absolute gain from FixMatch upon
CIFAR-10 (v, 1) and STL-10 (y; = 20), respectively.
Though DARP [33] estimates the distribution of unlabeled
data in advance as the prior, the estimation accuracy de-
creases as using less labels for training. Under 7; # ~,,, we
evaluate both CReST with self-training only and CReST+
with progressive distribution alignment [64]. Clearly, re-

sorting to the label distributions as the prior for unlabeled
data in CReST+ rather harms the accuracy compared to
CReST, since the assumption of v; = =, is violated. In
particular, when the class distribution of unlabeled data is
completely inverted (v, = 1/100), the accuracy loss be-
comes more severe, resulting in little gain over FixMatch.
By virtue of debiased pseudo-labels from DASO, the
abundant minority-class unlabeled samples are correctly
used despite class-imbalanced labels. Consequently, the re-
sults confirm that conditioning on a certain distribution for
unlabeled data (e.g., 7, = 7;) is undesirable in imbalanced
SSL, and DASO greatly reduces the bias in presence of dis-
tribution mismatch, even without access to the distribution.
DASO on other SSL learner. To verify DASO is a generic
pseudo-labeling framework, we evaluate DASO based on
other SSL algorithms including MeanTeacher [59], Mix-
Match [5], and ReMixMatch [4] in Table 3. As note, Mean-
Teacher and MixMatch only perform pseudo-label blend-
ing (3) without semantic alignment loss (4) due to the ab-
sence of A,. For CIFAR10-LT, we set 7; = 100 and for
CIFARI100-LT and STL10-LT, we set 7; = 10. We observe
that DASO greatly improves the performances for all the se-
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C10-LT C100-LT ~ STL10-LT

N7 = 1500 N; =150 N; =450
M, = 3000 M; =300 M =100k

Algorithm ~Yu = 100 Yo =1 Yu = 10 Yu : N/A
Mean Teacher [59] 68.6+088 46.4+098  52.140.09 54.6 £1.17
w/ DASO (Ours)  70.7 +0.59 87.6+027 52.5+037 78.44080
MixMatch [5] 65.74023 3574069 5424047 5274142

w/ DASO (Ours) 709 £191 73.4+205 55.6+£049 68.4+0.71

ReMixMatch [4] 77.0+055 6044070 61.5+057  71.9+0.86
w/ DASO (Ours)  80.2+0.68 90.5+035 62.1+0.69 80.9+0.55

Table 3. Comparison of accuracy (%) from DASO upon other
SSL methods: MeanTeacher [59], MixMatch [5], and ReMix-
Match [4]. DASO improves the performances in all the setups.

Semi-Aves
Benchmark U=, U = Uy + oy

Method Last Topl Med20 Topl Last Topl Med20 Topl
Supervised 4174032 41.74032  41.74+032  41.74+032
FixMatch [57] 53.8+0.17 53.8+0.13 45.7+0.89 46.1£0.50

w/ DARP [33] 52.340.48 52.1+048 46.340.70 46.4+0.61

w/ CReST [64] 52.140.36 52.240.27 43.6 +0.69 43.64+0.68

w/ CReST+ [64]  53.940.38 53.8+0.38 45.1+£1.09 45.2 £1.00

w/ DASO (Ours) 54.54008  54.6 +0.12  47.9+041 47.9 +0.38

Table 4. Comparison of accuracy (%) on Semi-Aves bench-
mark [58]. DASO shows the best performance among state-of-
the-art imbalanced SSL methods. Moreover, DASO still performs
well in presence of massive open-set class examples Uou.

Laign  C10  STLI0 C10 STL10 bal. EMA Cl10 STLI0O C10 STL10
FixMatch X 68.25 55.53 v =0 73.15  58.51 X X 7498  68.54 Tuis = 0.3 73.97  70.21
DASO X 7098  61.64 vp =1 7235  62.60 4 X 74.54  70.01 Tue =05 7447 6835
FixMatch v 73.15 5851 v =05 7296 64.21 X v/ 7501 69.49 Ty =10 7482 6596
DASO v 75.97 70.21 DASO 7597 70.21 v v 7597 70.21 Taisc = 1.5 7597 64.54
Table 5. Ablation study on Table 6. Ablation study onthe Table 7. Ablation study on Table 8. Ablation study on Ty
pseudo-label blending and se- pseudo-label blending strategy  balancing prototypes and using  for DASO. We select Tiis by 1.5
mantic alignment loss Lajign. with Lajign applied. EMA encoder on DASO. and 0.3 each.

tups, and notably, it achieves 2.05x accuracy compared to
MixMatch and brings 29.1% absolute gain in ReMixMatch
on CIFARI10-LT under ~, = 1. This implies that DASO
noticeably helps SSL algorithms in general to benefit from
unlabeled data under imbalanced SSL setup. As note, we
show the comparison of imbalanced SSL methods built on
other SSL learner (e.g., ReMixMatch [4]) in Appendix D.3.

4.3. Results on Large-Scale Semi-Aves

We test DASO on a realistic Semi-Aves benchmark [58].
Both labeled data (X’) and unlabeled data (I/) show long-
tailed distributions, while ¢/ contains large open-set exam-
ples (Uoy) that do not belong to any of the classes in X'. The
results are shown in Table 4. We report both cases: U = Uiy,
and U = Uy, + Uy, Where Ui, contains examples that share
the class of X'. We measure the performances by top-1 accu-
racy, reporting the one in the final (Last Topl) and the me-
dian values in last 20 epochs (Med20 Top1), following [45].
More details on this dataset can be found in Appendix C.1.
In case of U/ = Uy,. As it has the distribution gap between
X and U, baseline DARP [33] and CReST [64] with inade-
quate class prior from X" show only a slight gain or even
unsatisfactory performances compared to FixMatch [57].
In contrary, DASO shows the best performance among the
baselines with favorable improvements upon FixMatch.

In case of U = Uiy, + Upyt- Since U contains large amount
of open-set class examples, performance drop is observed
consistently across all baselines, as similar observations are
made in [9, 20, 46]. Among the baselines, DASO shows
the best performance with favorable gain. The results sug-
gest that DARP [33] is slightly helpful when both U, and

Uy are considered altogether for optimization. Concerning
CReST and CReST+ [64] with self-training, due to noisy
predictions from U, for constructing datasets for the next
generation, they rather performs poorly than FixMatch. As
such, DASO has superiority in the challenging but practi-
cal scenario of long-tailed distributions, even in presence of
large amount of open-set examples. To understand this, we
further provide the analyses on the confidence plots with or
without DASO using each of U4, and U, in Appendix E.5.

4.4. Ablation Study

We conduct ablation studies to understand why DASO
reliably provides improvements to baseline methods. To ac-
commodate both v; = ~, and v, # -, cases, we consider
FixMatch on CIFAR10-LT with N7 = 500, v = 100 (noted
as C10) and STL10-LT with N; = 150, y; = 10 (noted as
STL10) respectively to evaluate each aspect of DASO.
Component analysis. Table 5 studies the two major com-
ponents of DASO: distribution-aware pseudo-label blend-
ing and the semantic alignment loss. From the table,
both blending mechanism and L,jg, provides significant
gain over FixMatch. For example, the blending and Lyjign
achieve about 6% and 3% absolute gain, respectively, and
combining both shows 15.7% gain in total on STL10. The
results confirm that both class-adaptively blending linear
and semantic pseudo-labels and the semantic alignment loss
are important for reducing bias under imbalanced SSL.
Effect of pseudo-label blending. Table 6 studies the differ-
ent way of pseudo-label blending on DASO with constant
weights. Due to the bias in the pseudo-labels, using either
linear (v = 0) or semantic (v = 1) pseudo-label leads to
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Figure 3. Train curves for the recall of pseudo-labels (left) and the
test accuracy (right) on CIFAR10-LT. DASO significantly reme-
dies the bias of pseudo-labels on minority classes, and such unbi-
ased pseudo-labels lead to large gains on the test accuracy.

a marginal gain. In addition, blending them with the same
ratio (v = 0.5) shows the lower performance compared to
our final DASO, which demonstrates that distribution-aware
class-adaptive blending is crucial for imbalanced SSL.
Effect of balanced prototype. Table 7 studies the differ-
ent design choices of DASO in prototype generation: bal-
anced prototypes (noted as bal.) with EMA encoder (noted
as EMA). When generating class prototypes, using class-
imbalanced queue without EMA encoder leads to worse
performance. In contrary, DASO with both balanced queue
using EMA encoder shows the best performance, showing
that both correspond to the valid components for the bal-
anced prototypes from imbalanced labeled data.

Ablation study on Tg;s. In Table 8, we study the effect
of the temperature hyper-parameter Ty, to compute the
weights for pseudo-label blending described in Eq. (3). We
empirically find that, for CIFAR-10 and STL-10, T = 1.5
and Tyisc = 0.3 show the best performance respectively.

4.5. Detailed Analysis

In this section, we qualitatively analyze how DASO im-
proves the performance under imbalanced SSL setup. We
consider FixMatch [57] without and with DASO trained on
CIFARI10-LT with v = 100 and N; = 500. Note that Ap-
pendix E includes analyses in more various setups.
Unbiased pseudo-label improves test accuracy. We visu-
alize the train curves for the recall of pseudo-labels and the
test accuracy values in Fig. 3. We denote those for the mi-
norities (e.g., last 20% classes) as dashed lines. From the
left of Fig. 3, DASO significantly raises the final recall for
the tail classes, which is 3x compared to that of FixMatch.
From the right, both minority and overall test accuracy val-
ues in final greatly improved by virtue of the less biased
pseudo-labels towards the head classes, which are nearly
3x and 9% compared to those of FixMatch, respectively.
Tail-class clusters are better identified. To verify the effi-
cacy of reducing the bias, we present t-SNE [60] visualiza-
tions of the encoders’ outputs on ¢/ from FixMatch and w/
DASO respectively. As shown in Fig. 4, tail class examples
(e.g., C8 and C9) from FixMatch are scattered to the major-

® Co ClL @eC2 eC3 ®©C4 @©C5 ®©C6 oC7 cs c9

FixMatch FixMatch w/ DASO (Ours)

Figure 4. Comparison of t-SNE visualization of unlabeled data
from FixMatch (left) and FixMatch w/ DASO (right). Learning
with DASO helps the model to establish tail-class clusters in fea-
ture space, which can further reduce the biases from the classifier.

ity classes. From the right, however, the clusters of tail are
clearly recognized as indicated. In addition, the separability
of C6 is improved. Thanks to such well identified tail-class
clusters from DASO, the actual minority unlabeled exam-
ples are correctly leveraged to learn the unbiased model.

5. Discussion

Conclusion. We proposed a novel distribution-aware
semantics-oriented (DASO) pseudo-label for imbalanced
semi-supervised learning. DASO adaptively blends the lin-
ear and semantic pseudo-labels within each class to mitigate
the overall bias across the class. Moreover, we introduced
balanced prototypes and semantic alignment loss. From ex-
tensive experiments, we showed the efficacy of DASO on
various challenging and realistic setups, especially when
class imbalance and class distribution mismatch dominate.
Potential societal impact. The proposed solution can con-
tribute to solving various social problems attributed to im-
balance in real-world, such as gender, racial or religious
bias, by improving the fairness of classifiers using unlabeled
data. Also, our method can contribute to the active learning
research [11,28,55], which can also suffer from the bias.
However, the proposed algorithm should be carefully con-
sidered as it can be used to raise other fairness issues such
as over-balance or discrimination against minorities.
Limitations. DASO modulates the debiased pseudo-labels
by introducing a hyper-parameter Ty, which is effective
and efficient than estimating the class distribution of unla-
beled data. However, Tg;s can be highly dependent on each
data and distribution. As mentioned in [45], tuning such
hyper-parameter is not straightforward under label-scarce
setting, which is the common concern in SSL literature.
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