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Abstract

The recently proposed camouflaged object detection
(COD) attempts to segment objects that are visually blended
into their surroundings, which is extremely complex and dif-
ficult in real-world scenarios. Apart from high intrinsic
similarity between the camouflaged objects and their back-
ground, the objects are usually diverse in scale, fuzzy in
appearance, and even severely occluded. To deal with these
problems, we propose a mixed-scale triplet network, Zoom-
Net, which mimics the behavior of humans when observing
vague images, i.e., zooming in and out. Specifically, our
ZoomNet employs the zoom strategy to learn the discrim-
inative mixed-scale semantics by the designed scale inte-
gration unit and hierarchical mixed-scale unit, which fully
explores imperceptible clues between the candidate objects
and background surroundings. Moreover, considering the
uncertainty and ambiguity derived from indistinguishable
textures, we construct a simple yet effective regularization
constraint, uncertainty-aware loss, to promote the model
to accurately produce predictions with higher confidence
in candidate regions. Without bells and whistles, our pro-
posed highly task-friendly model consistently surpasses the
existing 23 state-of-the-art methods on four public datasets.
Besides, the superior performance over the recent cutting-
edge models on the SOD task also verifies the effectiveness
and generality of our model. The code will be available at
https://github.com/lartpang/ZoomNet.

1. Introduction
Camouflaged objects are often “seamlessly” integrated

into the environment by changing their appearance, col-
oration or pattern to avoid detection, such as chameleons,
cuttlefishes and flatfishes. This is mainly due to their
self-protection mechanism in the harsh living environment.

†These authors contributed equally to this work.
*Corresponding author.
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Figure 1. Illustration of ZoomNet. Based on zoom strategy, our
model distills the differentiated features at different “zoom” scales.
Then we design SIUs to screen and aggregate scale-specific fea-
tures, and HMUs to reorganize and enhance mixed-scale features.
Under the supervision of BCEL and the proposed UAL, the model
produces the accurate and reliable camouflaged object prediction.
Note that BCEL is computed based on ground truth while UAL is
not. f : feature map; A: attention map. LastCBR: the last “Conv-
BN-ReLU” layer before the prediction. l/m/s: Different input
scales. The whiter region denotes the larger activation response.

Broadly speaking, camouflaged objects also refer to the
objects that are extremely small in size, highly similar to
the background, or heavily obscured. They subtly hide
themselves in the surroundings, making them difficult to
be found, e.g., soldiers wearing camouflaged uniforms and
lions hiding in the grass. Camouflaged object detection
(COD) is far more complex and challenging than tradi-
tional salient object detection or other object segmenta-
tion. Recently, it has attracted ever-growing research in-
terest from the computer vision community and facilitates
many valuable real-life applications, such as search and res-
cue [6], species discovery [36], and medical image analy-
sis [8, 9, 12, 18, 55].

Recently, numerous deep learning-based methods have
been proposed and achieved significant progress. Neverthe-
less, they are still struggled to accurately and reliably detect
camouflaged objects, due to visual insignificance of cam-
ouflaged objects, and high diversity in scale, appearance

2160



and occlusion. By observing our experiments, it is found
that the current COD detectors are susceptible to distrac-
tors from background surroundings. Thus it is difficult to
excavate discriminative and subtle semantic cues for cam-
ouflaged objects, resulting in the inability to clearly seg-
ment the camouflaged objects from the chaotic background
and the predictions of some uncertain (low-confidence) re-
gions. Taking these into mind, in this paper, we summa-
rize the COD issue into two aspects: 1) How to accurately
locate camouflaged objects under conditions of inconspicu-
ous appearance and various scales? 2) How to suppress the
obvious interference from the background and infer cam-
ouflaged objects more reliably? Intuitively, to accurately
find the vague or camouflaged objects in the scene, humans
may try to refer to and compare the changes in the shape
or appearance at different scales by zooming in and out (re-
scaling) the image. This specific behavior pattern of hu-
man beings motivates us to identify camouflaged objects by
mimicking the zooming in and out strategy.

With this inspiration, in this paper, we propose a mixed-
scale triplet network, ZoomNet, which significantly im-
proves the existing camouflaged object detection perfor-
mance. Firstly, for accurate object location, we employ
scale space theory [23, 24, 43] to imitate zooming in and
out strategy. Specifically, we design two key modules,
i.e., the scale integration unit (SIU) and the hierarchical
mixed-scale unit (HMU). As shown in Fig. 1, our model
extracts differentiated camouflaged object features at differ-
ent “zoom” scales using the triplet architecture, then adopts
SIUs to screen and aggregate scale-specific features, and
utilizes HMUs to further reorganize and enhance mixed-
scale features. Thus, our model is able to mine the accu-
rate and subtle semantic clues between objects and back-
ground under the mixed scales, and produce accurate pre-
dictions. Besides, we use the shared weight strategy, which
achieves a good balance of efficiency and effectiveness.
Secondly, it is related to reliable prediction in complex sce-
narios. Although the object is accurately located, the indis-
tinguishable texture and background will easily bring neg-
ative effects to the model learning, e.g. predicting uncer-
tain/ambiguity regions, which greatly reduces the detection
performance and cannot be ignored. This can be seen in
Fig. 6 (Row 3 and 4) and Fig. 1 in the supp. To this end, we
design an uncertainty-aware loss (UAL) to guide the model
training, which is only based on the prior knowledge that a
good COD prediction should have a clear polarization trend.
Its GT-independent characteristic makes it suitable for en-
hancing the GT-based BCE loss. This targeted enhancement
strategy can force the network to optimize the prediction of
the uncertain regions during the training process, enabling
our ZoomNet to distinguish the uncertain regions and seg-
ment the camouflaged objects reliably.

Our contributions can be summarized as follows: 1)

For the COD task, we propose a mixed-scale triplet net-
work, ZoomNet, which can credibly capture the objects in
complex scenes by characterizing and unifying the scale-
specific appearance features at different “zoom” scales and
the purposeful optimization strategy. 2) To obtain the
discriminative feature representation of camouflaged ob-
jects, we design SIUs and HMUs to distill, aggregate and
strengthen the scale-specific and subtle semantic represen-
tation for accurate COD. 3) We propose a simple yet ef-
fective optimization enhancement strategy, UAL, which can
significantly suppress the uncertainty and interference from
the background without increasing extra parameters. 4) Our
model greatly surpasses recent 23 state-of-the-art methods
under seven metrics on four COD datasets. Furthermore, it
shows good generalization in the SOD task and the superior
performance compared with the existing SOD methods.

2. Related Work
Camouflaged Object. The study of camouflage has a long
history in biology. This behavior of creatures in nature can
be regarded as the result of natural selection and adaptation.
In fact, in human life and other parts of society, it also has
a profound impact, e.g., arts, popular culture, and design.
More details can be found in [40]. In the field of com-
puter vision, research on camouflaged objects is often as-
sociated with salient object detection (SOD), which mainly
deals with those salient and easily observed objects in the
scene. In general, saliency models are designed for the gen-
eral observation paradigm (i.e., finding visually prominent
objects). They are not suitable for the specific observation
(i.e., finding concealed objects). Therefore, it is necessary
to establish models based on the essential requirements and
specific data of the task to learn the special knowledge.
Camouflaged Object Detection (COD). Different from the
traditional SOD task, the COD pays more attention to the
undetectable objects (mainly because of too small size, oc-
clusion, concealment or self-disguise). Due to the differ-
ences in the attributes of the objects of interest, the goals
of the two tasks are different. The difficulty and com-
plexity of the COD far exceed the SOD due to the high
similarity between the object and the environment. Some
valuable attempts have been made in recent years. Recent
works [19, 29, 48] construct the multi-task learning frame-
work in the prediction process of camouflaged objects and
introduce some auxiliary tasks like classification and edge
detection. Some uncertainty-aware methods [20, 47] are
proposed to model and cope with the uncertainty in data
annotation or COD data itself. In the other two meth-
ods [31, 41], contextual feature learning also plays an im-
portant role. There are also a number of bio-inspired meth-
ods, such as [7, 46]. They capture camouflaged objects by
imitating the behavior process of hunters or changing the
viewpoint of the scene. Although our method can also be at-
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Figure 2. Overall framework. The shared triplet feature encoder is used to extract multi-level features corresponding to different input
“zoom” scales, which is composed of E-Net and C-Net for extracting and compressing features, respectively. At different levels of
the scale merging layer, SIUs are adopted to screen and aggregate the critical cues from different scales. Then the fused features are
gradually integrated through the top-down up-sampling path in the hierarchical mixed-scale decoder. HMUs further enhance the feature
discrimination by constructing a multi-path structure inside the features. Finally, a probability map of the camouflaged object corresponding
to the input image can be obtained. In the training stage, the binary cross entropy and the proposed UAL are used as the loss function.

tributed to the last category, ours is different from the above
methods. Our method simulates the behavior of humans to
understand complex images by zooming in and out strat-
egy. The proposed method explores the scale-specific and
imperceptible semantic features under the mixed scales for
accurate predictions, with the supervision of BCE and our
proposed uncertainty-aware loss. Accordingly, our method
achieves a more comprehensive understanding of the scene,
and accurately and robustly segments the camouflaged ob-
jects from the complex background, which even can be
transferred to the SOD task effectively and smoothly.

Scale Space Integration. The scale-space theory aims
to promote an optimal understanding of image structure,
which is an extremely effective and theoretically sound
framework for addressing naturally occurring scale varia-
tions. Its ideas have been widely used in computer vi-
sion, including the image pyramid [2] and the feature pyra-
mid [22]. Due to the structural and semantic differences
at different scales, the corresponding features play different
roles. However, the commonly-used inverted pyramid-like
feature extraction structures [13, 52] often cause the feature
representation to lose too much texture and appearance de-
tails, which are unfavorable for dense prediction tasks [27,
38] that emphasize the integrity of regions and edges. Thus,
some recent CNN-based COD methods [3,7,31,41,48] and
SOD methods [14–17, 21, 25, 34, 35, 53, 54, 56] explore the
combination strategy of inter-layer features to enhance the
feature representation. These bring some positive gains for
accurate localization and segmentation of objects. How-
ever, for the COD task, the existing approaches overlook
the performance bottleneck caused by the ambiguity of the
structural information of the data itself that makes it difficult
to be fully perceived at a single scale. Different from them,

we mimic the zoom strategy to synchronously consider dif-
ferentiated relationships between object and background at
multiple scales, thereby fully perceiving the camouflaged
objects and confusing scenes. Besides, we also further ex-
plore the fine-grained feature scale space between channels.

3. Proposed Method
In this section, we first elaborate on the overall architec-

ture of the proposed ZoomNet, and then present the details
of each module and the uncertainty-aware loss.

3.1. Overall Architecture

The overall architecture of the proposed ZoomNet is il-
lustrated in Fig. 2. Inspired by the zoom strategy from hu-
man beings when observing confusing scenes, we argue that
different zoom scales often contain their specific informa-
tion. Aggregating the differentiated information on differ-
ent scales will benefit exploring the inconspicuous yet valu-
able clues from confusing scenarios, thus facilitating COD.
To implement it, intuitively, we resort to the image pyramid.
Specifically, we customize an image pyramid based on the
single scale input to identify the camouflaged objects. The
scales are divided into a main scale (i.e. the input scale) and
two auxiliary scales. The latter is obtained by re-scaling the
former to imitate the operation of zooming in and out. We
utilize the shared triplet feature encoder to extract features
on different scales and feed them to the scale merging layer.
To integrate these features that contain rich scale-specific
information, we design a series of scale integration units
(SIUs) based on the attention-aware filtering mechanism.
Thus, these auxiliary scales are integrated into the main
scale, i.e., information aggregation of “zoom in and out” op-
eration. This will largely enhance the model to distill crit-
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Figure 3. Illustration of the scale integration unit (SIU).

ical and informative semantic cues for capturing difficult-
to-detect camouflaged objects. After that, we construct hi-
erarchical mixed-scale units (HMUs) to gradually integrate
multi-level features in a top-down manner to enhance the
mixed-scale feature representation. It further increases the
receptive field range and diversifies feature representation
within the module. The captured fine-grained and mixed-
scale clues promote the model to accurately segment the
camouflaged objects in the chaotic scenes. Besides, to over-
come the uncertainty in the prediction caused by the inher-
ent complexity of the data, we design an uncertainty-aware
loss (UAL) to assist the BCE loss, enabling the model to
distinguish these uncertain regions and produce an accurate
and reliable prediction.

3.2. Triplet Feature Encoder

We start by extracting deep features through a shared
triplet feature encoder for the group-wise inputs, which con-
sists of the feature extraction and the channel compression
networks, i.e. E-Net and C-Net. For the trade-off be-
tween efficiency and effectiveness, the main scale and the
two auxiliary scales are empirically set to 1.0×, 1.5× and
0.5×. E-Net is constituted by the commonly-used ResNet-
50 [11] that is removed the structure after “layer4”. C-
Net is cascaded to further optimize computation and ob-
tain a more compact feature. For more details about it,
please see the supp. Thus, three sets of 64-channel feature
maps corresponding to three input scales are produced, i.e.,
{fk

i }5i=1, k ∈ {0.5, 1.0, 1.5}. Next, these features are fed
successively to the scale merging layer and the hierarchical
mixed-scale decoder for subsequent processing.

3.3. Scale Merging Layer

We design an attention-based SIU to screen (weight)
and combine scale-specific information, as shown in Fig. 3.
Several such units make up the scale merging layer.
Through filtering and aggregation, the expression of differ-
ent scales is self-adaptively highlighted. Before scale inte-
gration, the features f1.5

i and f0.5
i are first resized to be con-

sistent resolution with the main scale feature f1.0
i . Specif-

ically, for f1.5
i , we use a hybrid structure of “max-pooling
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Figure 4. Hierarchical mixed-scale unit (HMU). We adopt group-
wise interaction and channel-wise modulation to explore the dis-
criminative and valuable semantics from different channels. Note
that each group of features is executed sequentially from top to
bottom. The latter one integrates part of the features of the previ-
ous one before the feature transformation.

+ average-pooling” to down-sample it, which helps to pre-
serve the effective and diverse responses for camouflaged
objects in high-resolution features. For f0.5

i , we directly up-
sample it by the bi-linear interpolation. Then, these features
are fed into the “attention generator”, and a three-channel
feature map is calculated through a series of convolutional
layers. After a softmax activation layer, the attention map
Ak (k ∈ {0.5, 1.0, 1.5}) corresponding to each scale can be
obtained and used as respective weights for the final inte-
gration. The process is formulated as:

Ai = softmax(Ψ(
[
U(f0.5

i ), f1.0
i ,D(f1.5

i )
]
, ϕ)),

fi = A0.5
i · U(f0.5

i ) +A1.0
i · f1.0

i +A1.5
i · D(f1.5

i ),
(1)

where Ψ(⋆, ϕ) indicates the stacked “Conv-BN-ReLU” lay-
ers in the attention generator, and ϕ means the parameters
of these layers. [⋆] represents the concatenation operation.
D and U refer to the hybrid pooling and bi-linear interpo-
lation operations mentioned above, respectively. Note that
some operations before and after the sampling operation are
not shown in Equ. 1 for simplicity but can be seen in Fig. 3.
These designs aim to selectively aggregate the scale-specific
information to explore subtle but critical semantic cues at
different scales, boosting the feature representation.

3.4. Hierarchical Mixed-scale Decoder

After SIUs, the auxiliary-scale information is integrated
into the main-scale branch. Similar to the multi-scale
case, different channels also contain differentiated seman-
tics. Thus, it is necessary to excavate valuable clues con-
tained in different channels. To this end, we design HMUs
to conduct information interaction and feature refinement
between channels, which strengthen features from coarse-
grained group-wise iteration to fine-grained channel-wise
modulation in the decoder, as depicted in Fig. 4. The in-
put f̂i of the HMUi contains the multi-scale fused feature
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Table 1. Comparisons of different methods on COD datasets. The best three results are highlighted in red, green and blue. “—”: Not
available; ⋆: Using more datasets.

CAMO CHAMELEON COD10K NC4KModel Sm ↑ Fω
β ↑ MAE ↓ Fβ ↑ Em ↑ Sm ↑ Fω

β ↑ MAE ↓ Fβ ↑ Em ↑ Sm ↑ Fω
β ↑ MAE ↓ Fβ ↑ Em ↑ Sm ↑ Fω

β ↑ MAE ↓ Fβ ↑ Em ↑

Salient Object Detection / Medical Image Segmentation

NLDF [28] 0.665 0.495 0.123 0.564 0.790 0.798 0.652 0.063 0.714 0.893 0.701 0.473 0.059 0.539 0.819 0.738 0.586 0.083 0.656 0.846
PiCANet [26] 0.701 0.510 0.125 0.573 0.799 0.765 0.552 0.085 0.618 0.846 0.696 0.415 0.081 0.489 0.788 0.758 0.570 0.088 0.640 0.835
BASNet [37] 0.615 0.434 0.124 0.503 0.727 0.847 0.771 0.044 0.795 0.894 0.661 0.432 0.071 0.486 0.749 0.695 0.546 0.095 0.610 0.785
CPD [44] 0.716 0.556 0.113 0.618 0.796 0.857 0.731 0.048 0.771 0.923 0.750 0.531 0.053 0.595 0.853 0.787 0.645 0.072 0.705 0.866
PoolNet [25] 0.730 0.575 0.105 0.643 0.819 0.845 0.690 0.054 0.749 0.933 0.740 0.506 0.056 0.575 0.844 0.785 0.635 0.073 0.699 0.865
EGNet [51] 0.732 0.604 0.109 0.670 0.820 0.797 0.649 0.065 0.702 0.884 0.736 0.517 0.061 0.582 0.854 0.777 0.639 0.075 0.696 0.864
F3Net [42] 0.711 0.564 0.109 0.616 0.780 0.848 0.744 0.047 0.770 0.917 0.739 0.544 0.051 0.593 0.819 0.780 0.656 0.070 0.705 0.848
SCRN [45] 0.779 0.643 0.090 0.705 0.850 0.876 0.741 0.042 0.787 0.939 0.789 0.575 0.047 0.651 0.880 0.830 0.698 0.059 0.757 0.897
CSNet [10] 0.771 0.641 0.092 0.705 0.849 0.856 0.718 0.047 0.766 0.928 0.778 0.569 0.047 0.634 0.871 0.750 0.603 0.088 0.655 0.793
SSAL [50] 0.644 0.493 0.126 0.579 0.780 0.757 0.639 0.071 0.702 0.856 0.668 0.454 0.066 0.527 0.789 0.699 0.561 0.093 0.644 0.812
UCNet [49] 0.739 0.640 0.094 0.700 0.820 0.880 0.817 0.036 0.836 0.941 0.776 0.633 0.042 0.681 0.867 0.811 0.729 0.055 0.775 0.886
MINet [35] 0.748 0.637 0.090 0.691 0.838 0.855 0.771 0.036 0.802 0.937 0.770 0.608 0.042 0.657 0.859 0.812 0.720 0.056 0.764 0.887
ITSD [57] 0.750 0.610 0.102 0.663 0.830 0.814 0.662 0.057 0.705 0.901 0.767 0.557 0.051 0.615 0.861 0.811 0.679 0.064 0.729 0.883
PraNet [8] 0.769 0.663 0.094 0.710 0.837 0.860 0.763 0.044 0.789 0.935 0.789 0.629 0.045 0.671 0.879 0.822 0.724 0.059 0.763 0.888

Camouflaged Object Detection

ANet SRM [19] 0.682 0.484 0.126 0.541 0.722 — — — — — — — — — — — — — — —
SINet [7] 0.745 0.644 0.092 0.702 0.829 0.872 0.806 0.034 0.827 0.946 0.776 0.631 0.043 0.679 0.874 0.808 0.723 0.058 0.769 0.883
SLSR [29] 0.787 0.696 0.080 0.744 0.854 0.890 0.822 0.030 0.841 0.948 0.804 0.673 0.037 0.715 0.892 0.840 0.766 0.048 0.804 0.907
MGL-R [48] 0.775 0.673 0.088 0.726 0.842 0.893 0.812 0.031 0.833 0.941 0.814 0.666 0.035 0.710 0.890 0.833 0.739 0.053 0.782 0.893
PFNet [31] 0.782 0.695 0.085 0.746 0.855 0.882 0.810 0.033 0.828 0.945 0.800 0.660 0.040 0.701 0.890 0.829 0.745 0.053 0.784 0.898
UJSC⋆ [20] 0.800 0.728 0.073 0.772 0.873 0.891 0.833 0.030 0.847 0.955 0.809 0.684 0.035 0.721 0.891 0.842 0.771 0.047 0.806 0.907
MirrorNet [46] 0.785 0.719 0.077 0.754 0.850 — — — — — — — — — — — — — — —
C2FNet [41] 0.796 0.719 0.080 0.762 0.864 0.888 0.828 0.032 0.844 0.946 0.813 0.686 0.036 0.723 0.900 0.838 0.762 0.049 0.795 0.904
UGTR [47] 0.784 0.684 0.086 0.735 0.851 0.888 0.794 0.031 0.819 0.940 0.817 0.666 0.036 0.711 0.890 0.839 0.746 0.052 0.787 0.899
Ours 0.820 0.752 0.066 0.794 0.892 0.902 0.845 0.023 0.864 0.958 0.838 0.729 0.029 0.766 0.911 0.853 0.784 0.043 0.818 0.912

fi from the SIUi and the feature f̃i+1 from the HMUi+1:

f̂i = fi + U(f̃i+1). (2)

Group-wise Iteration. We adopt 1 × 1 convolution to ex-
tend the channel number of feature map f̂i. The features
are then divided into G groups {gj}Gj=1 along the channel
dimension. Feature interaction between groups is carried
out in an iterative manner. Specifically, the first group {g1}
is split into three feature sets {g′k1}3k=1 after a convolution
block. Among them, the g′

1
1 is adopted for information ex-

change with the next group, and the other two are used for
channel-wise modulation. In the jth (1 < j < G) group,
the feature gj is concatenated with the feature g′

1
j−1 from

the previous group along the channel, followed by a convo-
lution block and a split operation, which similarly divides
this feature group into three feature sets. It is noted that
the output of the group G with the similar input form to the
previous groups only contains g′2G and g′

3
G. Such an itera-

tive mixing strategy strives to learn the critical clues from
different channels and obtain a powerful feature represen-
tation. From another perspective, the iterative structure in
HMU can be equivalent to a kernel pyramid structure.
Channel-wise Modulation. The features [{g′2j}Gj=1] are
concatenated and converted into the feature modulation vec-
tor α by a small convolutional network, which is employed
to weight another concatenated feature [{g′3j}Gj=1]. The
weighted feature is then processed by a convolutional layer,
which is defined as:

f̃i = A(f̂i +N (T (α · [{g′3j}Gj=1]))), (3)

where A, N and T represent the activation layer, the nor-
malization layer and the convolutional layer, respectively.

Based on five cascaded HMUs and several stacked con-
volutional layers, a single-channel logits map is obtained.
The final confidence map P that highlights the camouflaged
objects is then generated by a sigmoid function.

3.5. Loss Functions

The binary cross entropy loss (BCEL) is widely used
in various image segmentation tasks and its mathematical
form is li,jBCEL = −gi,j logpi,j − (1− gi,j) log(1− pi,j),
where gi,j ∈ {0, 1} and pi,j ∈ [0, 1] denote the ground
truth and the predicted value at position (i, j), respectively.
As shown in Fig. 6, due to the complexity of the COD data,
if trained only under the BCEL, the model produces serious
ambiguity and uncertainty in the prediction and fails to ac-
curately capture objects, of which both will reduce the reli-
ability of COD. To force the model to enhance “confidence”
in decision-making and increase the penalty for fuzzy pre-
diction, we design a strong constraint as the auxiliary of the
BCEL, i.e., the uncertainty-aware loss (UAL).

In the final probability map of the camouflaged object,
the pixel value range is [0, 1], where 0 means the pixel be-
longs to the background, and 1 means it belongs to the cam-
ouflaged object. Therefore, the closer the predicted value is
to 0.5, the more uncertain the determination about the prop-
erty of the pixel is. To optimize it, a direct way is to use
the ambiguity as the supplementary loss for these difficult
samples. To this end, we first need to define the ambiguity
measure of the pixel x, which maximizes at x = 0.5 and
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Figure 5. Visual comparisons of some recent COD methods and ours on different types of samples. Please zoom in for more details.

minimizes at x = 0 or x = 1. And as a loss, the function
should be smooth and continuous with only a finite num-
ber of non-differentiable points. For brevity, we empirically
consider two forms, Φα

pow(x) = 1− |2x− 1|α based on the
power function and Φα

exp(x) = e−(α(x−0.5))2 based on the
exponential function. Besides, inspired by the form of the
weighted BCE loss, we also try to use ω = 1 + Φ2

pow(x) as
the weight of BCE loss to increase the loss of hard pixels.
After massive experiments (Sec. 4.3), the proposed UAL is
formulated as li,jUAL = 1 − |2pi,j − 1|2. Finally, the total
loss function can be written as:

L = LBCEL + λ× LUAL, (4)

where λ is the balance coefficient and we design three ad-
justment strategies of λ, i.e., a fixed constant value, an in-
creasing linear strategy, and an increasing cosine strategy
in Sec. 4.3. The different forms and corresponding results
are listed in the supp. From the results, we find that the
increasing strategies, especially “cosine”, do achieve better
performance. So, the cosine strategy is used by default.

4. Experiments
4.1. Experiment Setup

Datasets. We use four COD datasets, CAMO [19],
CHAMELEON [39], COD10K [7] and NC4K [29]. CAMO
consists of 1,250 camouflaged and 1,250 non-camouflaged
images. CHAMELEON contains 76 hand-annotated im-
ages. COD10K includes 5,066 camouflaged, 3,000 back-
ground and 1,934 non-camouflaged images. NC4K is

another large-scale COD testing dataset including 4,121
images from the Internet. Following the data partition
of [7,29,31,48], we use all images with camouflaged objects
in the experiments, in which 3,040 images from COD10K
and 1,000 images from CAMO are used for training, and
the rest ones for testing. Besides, we also show the perfor-
mance on five SOD datasets in the supp.
Evaluation Criteria. For COD and SOD, we use seven
common metrics for evaluation based on [32,33], including
S-measure [4] (Sm), weighted F-measure [30] (Fω

β ), mean
absolute error (MAE), F-measure [1] (Fβ), E-measure [5]
(Em), precision-recall (PR) curve and Fβ-threshold curve
(Fβ curve). The curves can be found in the supp.
Implementation Details. The proposed ZoomNet is im-
plemented with PyTorch. As the settings in recent meth-
ods [7,29,31,48], the encoder is initialized with the param-
eters of ResNet-50 pretrained on ImageNet, and the remain-
ing parts are randomly initialized. SGD with momentum
0.9 and weight decay 0.0005 is chosen as the optimizer. The
learning rate is initialized to 0.05 and follows a linear warm-
up and linear decay strategy. The entire model is trained for
40 epochs with a batch size of 8 in an end-to-end manner
on an NVIDIA 2080Ti GPU. During training and inference,
the main scale is 384 × 384. Random flipping and rotating
are employed to augment the training data.

4.2. Comparisons with State-of-the-arts

COD is an emerging field, so we introduce some meth-
ods for salient object detection and medical image segmen-
tation for comparison. The results of all these methods
come from existing public data or are generated by models
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Table 2. Ablation study on the COD10K-Test. SIU: Scale inte-
gration unit; HMU: Hierarchical mixed-scale unit with g groups;
UAL: Uncertainty-aware loss; ⑤: The simple extension of base-
line ① with the similar number of parameters and FLOPs to ④.

Model GFLOPs Params. (M) HMU SIU UAL Sm ↑ Fω
β ↑ MAE ↓ Fβ ↑ Em ↑

① 41.885 30.453 0.812 0.637 0.039 0.692 0.898
② 78.560 30.696 g = 6 0.820 0.654 0.037 0.706 0.897
③ 166.821 30.453 ✓ 0.837 0.682 0.034 0.731 0.912
④ 203.496 28.794 g = 6 ✓ 0.843 0.694 0.032 0.743 0.909
⑤ 207.647 41.975 0.815 0.632 0.040 0.689 0.896

⑥ 173.616 30.819 g = 2 ✓ ✓ 0.835 0.721 0.030 0.758 0.902
⑥ 188.556 31.600 g = 4 ✓ ✓ 0.836 0.723 0.029 0.761 0.905
⑥ 203.496 32.382 g = 6 ✓ ✓ 0.838 0.729 0.029 0.766 0.911
⑥ 218.436 33.163 g = 8 ✓ ✓ 0.836 0.726 0.029 0.763 0.907

that are retrained based on the code released by the authors.
Quantitative Evaluation. Tab. 1 shows the detailed com-
parison results. It can be seen that the proposed model
consistently and significantly surpasses recent methods on
all datasets without relying on any post-processing tricks.
Compared with the recent best COD method UJSC, al-
though it introduces extra SOD data for training and has
suppressed other existing methods, our method still shows
the obvious performance improvement on these datasets.
Especially, our approach has more advantages on the met-
rics Fω

β , MAE, and Fβ . On four datasets, the proposed
method averagely outperforms the second-best method
C2F-Net by 19.3% in terms of MAE and the average gains
in terms of Fω

β and Fβ are 4%. Besides, PR and Fβ curves
shown in the supp. also demonstrate the effectiveness of the
proposed method. The flatness of the Fβ curve reflects the
consistency and uniformity of the prediction. Our curves
are almost horizontal, which can be attributed to the effect
of the proposed UAL. It drives the predictions to be more
polarized and reduces the ambiguity.
Qualitative Evaluation. Visual comparisons of different
methods on several typical samples are shown in Fig. 5.
They present the complexity in different aspects, such as
big objects (Col. 1), middle objects (Col. 2-8), small ob-
jects (Col. 9-13), occlusions (Col. 2 and 10), background
interference (Col. 10-13), and indefinable boundaries (Col.
1, 2, 6-13). These results intuitively show the superior per-
formance of the proposed method. In addition, it can be no-
ticed that our predictions have clearer and more complete
object regions and sharper contours.

4.3. Ablation Studies

In this section, we perform comprehensive ablation anal-
yses on different components. Because COD10K is the
most widely-used large-scale COD dataset, and contains
various objects and scenes, all subsequent ablation exper-
iments are carried out on it.
Effectiveness of SIUs and HMUs. In the proposed model,
both the SIU and the HMU are very important structures.
We install them one by one on the baseline model to eval-
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Figure 6. Visual comparisons for showing the effects of the pro-
posed components. B: Baseline; +S: +SIUs; +H: +HMUs; +S+H:
+SIUs+HMUs; +S+H+L: +SIUs+HMUs+UAL.

Table 3. Comparisons of mixed and single scale input schemes on
CAMO and COD10K. All models are based on ① in Tab. 2.

Input Scale Combination Strategy Sm ↑ Fω
β ↑ MAE ↓ Fβ ↑ Em ↑ AVG. Relative Improvement

1.0× — 0.797 0.649 0.063 0.704 0.875
0.5× — 0.746 0.553 0.076 0.616 0.833 ↓12.03%

0.5×, 1.0× Addition 0.801 0.647 0.062 0.702 0.876 ↑0.31%
0.5×, 1.0× SIU 0.806 0.658 0.059 0.709 0.879 ↑1.86%

1.5× — 0.820 0.683 0.059 0.737 0.890 ↑4.05%
0.5×, 1.5× Addition 0.820 0.680 0.058 0.735 0.894 ↑4.43%
0.5×, 1.5× SIU 0.822 0.687 0.056 0.740 0.893 ↑5.33%
1.0×, 1.5× Addition 0.819 0.685 0.058 0.738 0.892 ↑4.47%
1.0×, 1.5× SIU 0.826 0.697 0.056 0.745 0.897 ↑5.97%

0.5×, 1.0×, 1.5× Addition 0.821 0.690 0.056 0.742 0.894 ↑5.43%
0.5×, 1.0×, 1.5× SIU 0.827 0.700 0.054 0.751 0.898 ↑6.91%

uate their performance. The results are shown in Tab. 2.
Our baseline ① and other models ② and ⑤ only use the in-
puts of the main scale. As can be seen, our baseline shows
a good performance, probably due to the proper training
setup and the more reasonable network architecture detailed
in the supp. From ①-④, it can be seen that the two pro-
posed modules make a significant contribution to the per-
formance when compared to the baseline. Besides, the re-
sults in Fig. 6 show that the two modules can benefit each
other and reduce their errors (e.g., Col. 1, 2, 5 and 7) to
locate and distinguish objects more accurately. These com-
ponents effectively help the model to excavate and distill the
critical and valuable semantics and improve the capability
of distinguishing hard objects. Under the cooperation be-
tween the proposed modules and loss functions, ZoomNet
can completely capture the camouflaged objects of differ-
ent scales and generate the predictions with higher contrast
and consistency. In addition, in Tab. 2, the model ⑤ is a
simple extension of the baseline model ① using some stan-
dard convolutional blocks, to make the similar number of
parameters and FLOPs with ④. The model ④ still achieves
better performance, which reflects the effectiveness of the
proposed modules and the rationality of the design.
Number of Groups in HMUs. In Tab. 2, we also show the
effects of different group numbers in the proposed HMU.
It can be seen from the results that the best performance
appears when the number of groups is equal to 6. Also,
it achieves a good balance between performance and ef-
ficiency. So, in other experiments, we set the number of
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Table 4. Different forms of the proposed UAL. Form 0 is our
model without UAL. “—”: Unable to converge. Form 1.5 is used
by default because of its balanced performance. Their curves are
shown in the supp.

No. Form α Sm ↑ Fω
β ↑ MAE ↓ Fβ ↑ Em ↑

0 ✗ ✗ 0.843 0.694 0.032 0.743 0.909

1.1, 1.2, 1.3 1/8, 1/4, 1/2 — — — — —
1.4 1 0.834 0.716 0.029 0.757 0.903
1.5 2 0.838 0.729 0.029 0.766 0.911
1.6 4 0.834 0.727 0.029 0.763 0.903
1.7

Φα
pow(x) = 1− |2x− 1|α

8 0.833 0.725 0.029 0.760 0.900

2.1 1/8 0.844 0.698 0.032 0.744 0.907
2.2 1/4 0.845 0.700 0.032 0.746 0.911
2.3 1/2 0.843 0.701 0.031 0.746 0.908
2.4 1 0.842 0.713 0.030 0.754 0.908
2.5 2 0.839 0.720 0.030 0.761 0.908
2.6 4 0.839 0.706 0.032 0.752 0.909
2.7

Φα
exp(x) = e−(α(x−0.5))2

8 0.841 0.698 0.032 0.745 0.910

3 BCE w/ ω = 1 + Φ2
pow(x) 2 0.844 0.697 0.032 0.744 0.913

groups in each HMU to 6.
Mixed-scale Input Scheme. Our model is designed to
mimic the behavior of ”Zoom In&Out”. The feature ex-
pression is enriched by combining the scale-specific infor-
mation from different scales. In Fig. 1, the intermediate fea-
tures and attention maps show that our mixed-scale scheme
plays a positive and important role in locating the camou-
flaged object. Considering that the objects in COD10K are
mainly small objects [7], which may limit the role of 0.5×
input to some extent, we list average results on COD10K
and CAMO in Tab. 3. The proposed scheme performs bet-
ter than the single-scale one and simply mixed one. This
verifies the rationality of such a design for the COD task.
Options of Setting λ. We compare three strategies and the
results are listed in the supp., in which the increasing cosine
strategy achieves the best performance. This may be due to
the advantage of its smooth change process. This smooth
intensity warm-up strategy of UAL motivates the model to
take advantage of UAL in improving the learning process
and to mitigate the possible negative interference of UAL
on BCEL due to the lower accuracy of the model during the
early stage of training.
Forms of UAL. Different forms of UAL are listed in Tab. 4
and the corresponding curves are illustrated in the supp. As
can be seen, Form 1.5 has a more balanced performance.
Also, it is worth noting that, when approaching 0 or 1, the
form which can maintain a larger gradient will obtain bet-
ter performance in terms of Fω

β , MAE and Fβ . This may
provide some reference for designing a better loss.
Effectiveness of UAL. The results of Fig. 6 intuitively show
that the UAL greatly reduces the ambiguity caused by the
interference from the background. Besides, we visualize
the histogram maps of all results on CHAMELEON and
the intermediate features from different stages in the de-
coder in the supp. In the stacked histogram map “w/o
UAL”, a large number of pixels appear in the middle area,
which corresponds to more visually blurred/uncertain pre-

dictions. Besides, in the corresponding feature visualiza-
tion, especially in the region inside the red box, there is
clear background interference due to the complex scenarios
and blurred edges, which are extremely prone to yield false
positive predictions. However, when UAL is introduced, it
can be seen that the middle interval of “w UAL” is flatter
than the one of “w/o UAL”, that is, most pixel values ap-
proach two extremes. And the feature maps become more
discriminative and present a more compact and complete
response in the regions of camouflaged objects.

4.4. Discussion on SOD and COD

It can be seen from the experiments in the supp. that our
method not only performs well on COD, but also shows out-
standing performance on SOD. Considering the difference
between these two tasks, we may wonder why our method
consistently performs well on such two seemingly different
tasks. We attribute this to the generality and rationality of
the designed structure. In fact, SOD and COD have a clear
commonality, i.e., the accurate segmentation has to depend
on multi-scale and category-free discriminative features. By
integrating rich scale-specific features, our model can ex-
tract critical and informative cues from scenes and objects,
which helps precise localization and smooth segmentation
of objects. In addition, the proposed UAL can mitigate the
ambiguity of predictions caused by the inherent complexity
of scenes. Although the objects in SOD are salient, it can
also benefit from UAL due to the vagueness introduced by
the CNN model itself in the detailed information recovery
process. All of these components are built on the common
demand of the two tasks, which provides a solid foundation
for the performance.

5. Conclusion
In this paper, we propose the ZoomNet by imitating the

behavior of human beings to zoom in and out on images.
This process actually considers the differentiated expres-
sions about the scene from different scales, which helps to
improve the understanding and judgment of camouflaged
objects. We first filter and aggregate scale-specific fea-
tures through the scale merging layer to enhance feature
representation. Next, in the hierarchical mixed-scale de-
coder, the strategies of grouping, mixing and fusion further
mine the mixed-scale semantics. Lastly, we introduce the
uncertainty-aware loss to penalize the ambiguity of the pre-
diction. Extensive experiments verify the effectiveness of
the proposed method in both the COD and SOD tasks with
superior performance to existing state-of-the-art methods.
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