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Abstract

Metrics for evaluating generative models aim to measure
the discrepancy between real and generated images. The
often-used Fréchet Inception Distance (FID) metric, for ex-
ample, extracts “high-level” features using a deep network
from the two sets. However, we find that the differences in
“low-level” preprocessing, specifically image resizing and
compression, can induce large variations and have unfore-
seen consequences. For instance, when resizing an image,
e.g., with a bilinear or bicubic kernel, signal processing
principles mandate adjusting prefilter width depending on
the downsampling factor, to antialias to the appropriate
bandwidth. However, commonly-used implementations use
a fixed-width prefilter, resulting in aliasing artifacts. Such
aliasing leads to corruptions in the feature extraction down-
stream. Next, lossy compression, such as JPEG, is commonly
used to reduce the file size of an image. Although designed
to minimally degrade the perceptual quality of an image, the
operation also produces variations downstream. Further-
more, we show that if compression is used on real training
images, FID can actually improve if the generated images
are also subsequently compressed. This paper shows that
choices in low-level image processing have been an under-
appreciated aspect of generative modeling. We identify and
characterize variations in generative modeling development
pipelines, provide recommendations based on signal pro-
cessing principles, and release a reference implementation
to facilitate future comparisons.

1. Introduction

With the proliferation of generative modeling techniques,
such as Generative Adversarial Networks (GANs) [24], ac-
curately discerning which methods are performing better
has become a critical aspect of the field. For visual data,
metrics such as Inception Score (IS) [59], Kernel Inception
Distance (KID) [4], and the ubiquitously-used Fréchet In-
ception Distance (FID) [26] have become standard practice
for developing and adopting models. Under the hood, these
methods evaluate the discrepancy between generated and
natural images, in a deep feature space, to capture relevant
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Figure 1. Downsampling a circle. We resize an input image (left)
by a factor of 8, using different image processing libraries. The
Lanczos, bicubic, and bilinear implementations by PIL (top row)
adjust the antialiasing filter width by the downsampling factor
(marked as .). Other implementations (including those used for
PyTorch-FID and TensorFlow-FID) use fixed filter widths, intro-
ducing aliasing artifacts (marked as .) and resemble naive near-
est subsampling. Aliasing artifacts induce inconsistencies in the
calculation of downstream metrics such as Fréchet Inception Dis-
tance [26], KID [4], IS [59], and PPL [33]. Note that antialias
flag is available in TensorFlow 2, but is set to Fa 1 se (default value)
for the FID calculation.

features of the two distributions. After all, at its core, gener-
ative modeling involves learning and mimicking high-order,
complex statistics of visual data.

However, we find that low-level, seemingly innocuous
operations, can induce surprisingly large discrepancies in
high-level statistics. For example, consider Figure 1. Given
the same input image, different image processing libraries
produce drastically different results. Specifically, the im-
plementations using OpenCV, TensorFlow and PyTorch li-
braries with default flags, contain severe aliasing artifacts.
Similarly, the simple act of saving images as JPEG with the
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Figure 6. Effects of JPEG compression on an image. We show
a sample FFHQ [33] image, saved with lossless PNG and different
JPEG compression ratios. The FID scores under the images are
calculated between FFHQ images saved using the corresponding
JPEG format and the PNG format. PSNR is computed with 1000
images. While the images are perceptually similar, this induces
changes in the Inception-V3 activations, resulting in large FID.

PNG format compresses an image losslessly. To further save
storage, images are commonly saved using the JPEG codec.
While JPEG is a lossy compression technique, it aims to
make changes that the human visual system is less sensitive
to, namely reducing information in higher frequencies and
chroma (color) components [67]. JPEG converts an image
into a YCbCr space, subsamples the chroma components, di-
vides images into 8 X8 blocks, computes the Discrete Cosine
Transform (DCT), and performs quantization. The quan-
tization step facilitates a trade-off between the fidelity of
the original image and the amount of the storage saved. In
the PIL implementation [ ], this is done using a “quality”
option (0-100), which linearly scales the quantization tables
(which controls which frequencies are quantized to what
granularity). Note that setting the quality flag to 100 is not a
lossless operation. Even when the quantization tables are not
scaled, the DCT coefficients are quantized to integer values
and the chroma components are subsampled.

Image compression changes deep network activations.
In Figure 6, we show a real FFHQ [33] image at a resolution
of 256, saved with lossless PNG and lossy JPEG (quality
set to 100, 90, and 75). Despite being perceptually indistin-
guishable (with high PSNR values of > 39), the FID scores
increases. The PIL default of 75 results in a high score (21),
for example. Note that this FID score is far higher than the
score from a powerful generative model, StyleGAN2 [34]
(around 3). Also, variations across recent methods are typi-
cally within 1 FID on FFHQ. We investigate the implications
of using JPEG compression in the experiments below.

4. Experiments

As outlined in Section 3 and depicted in Figure 3, varia-
tions in FID arise from three distinct steps: resizing in the

PIL-bicubic(Real Images) vs.

Resize(Real Images)  Resize(StyleGAN2)
Resize function FID KID PSNR FID KID

I x10%) o1t 4 x10% |
PIL-bicubic (.) 0 0 00 2.98 0.51
PIL-bilinear (&) 0.64 0.61 45.7 4.03 1.52
TensorFlow-bilinear () 4.34 4.32 37.66 745 5.12
PyTorch-bilinear (@)  4.36 4.31 37.66 745 5.15
Naive nearest ([l 7.43 7.54 35.16 10.67 8.47

Table 1. Deviations induced by varying resizing implementa-
tions. We measure the discrepancy between real images downsam-
pled with PIL-bicubic (1024 — 299) vs. other functions (1rip) on
the left. If all downsampling functions were equivalent, the metrics
(FID & KID) should be 0 and PSNR oco. PIL-bilinear and bicubic
adjust antialiasing to the downsampling factor (.) and produce
relatively low neural metric scores and high PSNRs. Functions
using fixed width filters (.) produce higher discrepancies. Naive
nearest does not antialias at all. A similar trend holds on synthetic
StyleGAN2 [34] images.

FID evaluation step (¢p, zZFID), resizing in the data prepro-
cessing step (qaw), and quantizing of images (Q, Q). We
introduce sources of variation at these steps and investigate
their impacts in Sections 4.1, 4.2, and 4.3 respectively.

4.1. Variation due to FID Resizing

Here we investigate the effects of different resizing meth-
ods (Yrm, ¥rp) used in the FID calculation step.

Variation induced by resizing functions on real images.
We start with two sets of full-resolution 1024 x 1024 face
images - from the FFHQ dataset, and from a pre-trained
StyleGAN2 generator. Each of the sets of images is re-
sized from 1024—299 using different methods. In Table |
(left), we compare the set of real images resized with the
antialiased resizing operation (PIL bicubic) to the same set
of real images, resized using other aliased functions that use
a fixed width prefiltering kernel. As we compare the same
set of images, we anticipate all FID and KID scores to be
close to 0 and the PSNR values to be very high. However, as
shown in Figures 1, 2, and 5, only a subset of the commonly
used resizing operators adjust the filter width and antialias
the images. These differences in resizing operations cause
drastic changes in the Inception-V3 [63] activation maps.
Filters that antialias are more consistent, even with differ-
ent filter types — PIL-bilinear has FID 0.64 when compared to
PIL-bicubic. On the other hand, implementations that ignore
the downsampling factor (PyTorch and TensorFlow) show
much larger deviation (FID 4.3), with scores nearing naive
nearest (FID 7.4), that does not filter at all. This indicates
that whether the filter adapts to the downsampling factor can
change the modeled data distribution by non-trivial amounts.

Variation induced by resizing functions on generated im-
ages. After studying the effects on real images, we evaluate
how different resizing function vpp choices affect the metric
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Resize(Dataset Images) vs. Resize(StyleGAN2)
FFHQ MetFaces AFHQ-Cats AFHQ-Dogs

Resize function

FID| FID| FID | FID |
PIL bicubic (@ 298 6532 513 20.16
PIL-bilinear (.) 2.99 64.31 5.01 19.60
TensorFlow-bilinear (.) 2.75 57.45 4.93 19.45
PyTorch-bilinear () 2.75 57.46 4.94 19.46
Naive nearest (Hl) 2.68 55.09 4.80 18.25

Table 2. Resizing functions affect FID scores. Here, both resiz-
ing functions on real and synthetic images (¢rip, ¥rip) are the
same. If all resizing functions were consistent, all rows would be
equal. Interestingly, the downsampling methods that alias result in
lower scores; the lowest score is achieved by naive nearest subsam-
pling. Methods that adjust the prefilter size to downsampling factor
(implemented by PIL) better preserve information of the original
images. This indicates that antialiasing enables subsequent FID to
more sensitive to differences in the distributions.

when used in a full generative modeling pipeline. Here, we
evaluate a pretrained StyleGAN2 generator [34] trained on
FFHQ (1024), MetFaces (1024), and AFHQ (512) dataset
images, and compute the FID with 50,000 images. In Table 1
(right), we consider the asymmetric case, where features for
the real images and generated images use different resizing
functions. This case arises when features for real images
are pre-computed and shared by one group of authors, while
generated features may be calculated on the fly with a dif-
ferent library. Here, we observe that using the same resizing
function as the reference dataset (PIL-bicubic) achieves the
lowest performance. Using a different resize function, such
as PIL-bilinear increases the score to 4. Using an aliased
function increases the score drastically to 7, close to naive
subsampling (> 10).

Next, in Table 2, we show a comparison when the same
resizing function is used for the real dataset images and the
StyleGAN2 generated images. Interestingly, we observe
that the aliased resizing functions result in lower FID scores
across multiple commonly used datasets - FFHQ (1024),
MetFaces [31] (1024), and AFHQ [9] (512). This indicates
that using the antialiased function as preprocessing makes
the downstream FID calculation more sensitive at measuring
the discrepancies between distributions.

4.2, Variation due to Dataset Resizing

Previously, we considered scenarios where the dataset
was not downsampled. However, as discussed in Section 1
and illustrated in Figure 3, dataset downsampling is needed
when training a model on a low-resolution version of the
original dataset [31,72,75] (e.g., 256 for FFHQ). Before,
the target distribution was fixed, and differences were purely
introduced during post-hoc metric evaluation. Now, the situ-
ation is much more intricate. Different resizing choices will
result in different training distributions entirely. In Table 3,
we train three different StyleGAN2 [34] (config-e) models,
following the official PyTorch implementation™ for 25k it-

“https://github.com/NVlabs/stylegan2-ada

) FID | on FFHQ
Dataset preprocessing PIL-bicubic
Naive Nearest ([ 4.82 £0.09
PyTorch-bilinear () 5.13 +£0.20
TensorFlow-bilinear ([Jl]) 5.08 £0.16
PIL-bicubic (&) 6.21 +£0.23

Table 3. Dataset resizing. We downsample the FFHQ dataset
using different resize functions ¥qata from 1024 to 256. We train
StyleGAN2 [34] (Config-E) models, using the identical training
procedure and report FID of the result. The score is computed
across three different training runs for each of the setting. The
scores show large variation, indicating the resizing function can
greatly affect the training distribution. Using a preprocessing func-
tion that antialiases (marked by .) preserves more information
from the original images and interestingly results in a higher score.

JPEG Quality

JPEG Quality

Figure 7. Effects of JPEG compression. The FFHQ dataset im-
ages are resized from 1024 to different resolutions (512 and 256)
using PIL-bicubic and compressed using the JPEG format, with
different compression ratios. Subsequently, we plot the FID (left)
and KID (right) between the compressed images and uncompressed
images, at the same resolution, as a function of JPEG compression.
The effect of JPEG compression is more severe for smaller images.

erations. We resize FFHQ [33] to 256 using Naive Nearest,
PIL-bicubic, PyTorch-bilinear, and TensorFlow-bilinear.
We use the same PIL-bicubic function (¢rp, ’(ZF[D) for FID
evaluation; note that here, it is upsampling (256 — 299).
Qualitatively, using an aliased downsampling function pro-
duces a training distribution with visual artifacts for the
generative model to mimic, likely different than the natural
visual data we wish to model. Quantitatively, interestingly,
we observe that that the aliased pre-processing results in
lower FID values. As the antialiased function better pre-
serves signal in the original images, we hypothesize that
retaining more information from the original input actually
produces a more difficult distribution to model.

4.3. Variation due to Quantization/Compression

JPEG during evaluation. In Figure 7, we test the effect
of quantization applied to real FFHQ images at different res-
olutions on FID (left) and KID (right). For each resolution,
the real dataset images are correspondingly downsampled
using PIL-bicubic, and the scores are computed between the
resized uncompressed PNG images and the resized JPEG-
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