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Abstract

The inherent slow imaging speed of Magnetic Resonance Image (MRI) has spurred the development of various acceleration methods, typically through heuristically undersampling the MRI measurement domain known as k-space. Recently, deep neural networks have been applied to reconstruct undersampled k-space data and have shown improved reconstruction performance. While most of these methods focus on designing novel reconstruction networks or new training strategies for a given undersampling pattern, e.g., Cartesian undersampling or Non-Cartesian sampling, to date, there is limited research aiming to learn and optimize k-space sampling strategies using deep neural networks. This work proposes a novel optimization framework to learn k-space sampling trajectories by considering it as an Ordinary Differential Equation (ODE) problem that can be solved using neural ODE. In particular, the sampling of k-space data is framed as a dynamic system, in which neural ODE is formulated to approximate the system with additional constraints on MRI physics. In addition, we have also demonstrated that trajectory optimization and image reconstruction can be learned collaboratively for improved imaging efficiency and reconstruction performance. Experiments were conducted on different in-vivo datasets (e.g., brain and knee images) acquired with different sequences. Initial results have shown that our proposed method can generate better image quality in accelerated MRI than conventional undersampling schemes in Cartesian and Non-Cartesian acquisitions.

1. Introduction

Magnetic Resonance Imaging (MRI) is a powerful clinical tool for disease diagnosis [23]. MRI is non-invasive, radiation-free, and can provide excellent soft-tissue contrast, making it an ideal imaging modality for various neurological, oncological, and musculoskeletal applications [7]. Standard MRI acquisition sequentially collects the k-space data using segmented sampling patterns composed of multiple shots (e.g., spokes, or interleaves) [5, 7]. However, this acquisition scheme typically requires a long scan time, which is challenging for subjects who cannot tolerate long scans due to injuries, pain, discomfort, or claustrophobia. Notably, the long scan also makes data acquisition sensitive to different types of motion, which can cause image degradation reflected as motion artifact [51]. Therefore, accelerated MRI techniques have played an essential role in reducing MRI acquisition time.

Parallel imaging [14,36,44] and compressed sensing [26, 27, 32] have been extensively investigated for accelerating MRI over the past decades. Parallel imaging uses multi-coil information to estimate the missing k-space data; compressed sensing leverages image sparsity to reconstruct undersampled k-space data using a constrained nonlinear image reconstruction framework. Both techniques can increase imaging efficiency in MRI. Recently, deep learning methods using neural networks have been investigated to reconstruct undersampled k-space data through learning multi-level image representation to remove image artifacts and noises. Various techniques have been proposed using unroll network [6, 16, 42], end-to-end mapping [10, 17, 48], domain transfer learning [2, 55], adversarial learning [28, 37], and unsupervised learning [24]. However, while those methods focus on developing novel reconstruction networks or improving network training strategies, very few studies have investigated the optimization of k-space acquisition for learning-based reconstruction. The k-space undersampling patterns are usually kept the same as those previously used in parallel imaging and compressed sensing.

This study will investigate accelerating MRI by learning k-space sampling to maximize image acquisition efficiency for deep learning-based image reconstruction. The k-space acquisition is formulated as a dynamic optimization process and is solved using a neural Ordinary Differential Equation (ODE) [9]. This ODE system is first initialized with regular Cartesian and Non-Cartesian k-space trajectories, and the trajectories are then dynamically adjusted towards an optimal pattern that provides the best acquisition efficiency. Furthermore, a joint training strategy to optimize both the
neural ODE system and a deep learning reconstruction model is implemented, providing optimal data acquisition and image reconstruction. Experiments were conducted on a publicly available MRI database, fastMRI [52], to evaluate the proposed method. A comparative study showed that the proposed method could improve reconstruction performance for Cartesian and Non-Cartesian acquisition using different MRI image sequences. The contributions of this work are summarized as followings:

- The paper introduces a novel k-space acquisition optimization strategy for accelerated MRI using neural ODE, which has never been presented previously to the best of our knowledge.
- We synergistically combined neural ODE and a deep learning-based reconstruction system to optimize k-space trajectories and a reconstruction model towards maximal acquisition efficiency and optimal reconstruction performance for Cartesian and Non-Cartesian acquisitions.
- The k-space trajectory optimization is conditioned on MRI hardware constraints considering the gradient amplitude and slew rate limits. This creates a physically feasible trajectory for practical MRI acquisition.
- Various experiments demonstrated that the proposed method could significantly improve acquisition efficiency and image quality for Cartesian and Non-Cartesian imaging in different anatomical structures and image contrasts.

2. Related Works

K-space undersampling is commonly used in accelerated MRI. Uniform undersampling has been the standard acquisition pattern in parallel imaging [14,36,44]. However, conventional parallel imaging methods typically allow for only an acceleration rate of 2-3, and excessive acceleration can lead to severe noise amplification and residual aliasing artifacts. A variable-density random undersampling can create noise-like imaging artifacts and is preferable in modern compressed sensing reconstruction [26,27]. This undersampling strategy typically uses higher sampling density in the low-frequency region of k-space, following the energy distribution in the frequency domain. Although this undersampling scheme achieves image acceleration at multi-dimensional image reconstruction, it remains heuristic and ignores the intrinsic k-space features, which might provide important information for improving reconstruction quality.

A few compressed sensing studies have investigated optimizing k-space acquisition to improve reconstruction performance. Haldar and Kim [15] designed sampling patterns based on constrained Cramer-Rao lower bound with classical experiment design techniques. Sherry et al. [43] framed the k-space acquisition as a bilevel optimization problem to simultaneously learn the optimal sampling pattern and regularization parameters in image reconstruction. Sanchez et al. [41] learned optimal probability distribution to select a stochastic mask under a given acquisition constraint for dynamic MRI. All those methods are limited to optimize Cartesian sampling under a compressed sensing framework. Recently, Lazarus et al. [21] proposed an optimization method for accelerated MRI targeting Cartesian and Non-Cartesian k-space acquisition. Their method uses a gradient descent optimizer to minimize the difference between the optimized k-space sampling distribution and a heuristically determined density.

With the rise of deep learning [22], a few studies have also proposed deep learning-based approaches for optimizing k-space acquisition. Zhang et al. [54] proposed leveraging adversarial learning [12] to select k-space phase-encoding lines to reduce pixel-wise uncertainty on reconstructed MR images. Tim et al. [4] formulated optimizing k-space as solving a decision-making problem through a policy search [53]. Bahadir et al. [3] searched for the optimal sampling patterns by formulating a multivariate Bernoulli distribution on the Cartesian grid through Gumbel-Softmax gradient optimization. Those methods are limited to Cartesian trajectory optimization, and extending them to non-Cartesian imaging could be non-trivial. More recently, Weiss et al. [50] proposed using a neural network to learn k-space sampling point locations of Non-Cartesian acquisition. This algorithm is sensitive to selecting initial trajectory points, resulting in a trajectory with a rapidly changing gradient waveform.

Our study proposes a new framework to optimize k-space sampling trajectories by considering it as solving Ordinary Differential Equation (ODE) using neural ODE [9]. Neural ODE is a new family of neural networks, which has recently been applied in many applications, including time-series modeling [13], dynamic optimization [9], and image generation [45]. Our study is the first work to use neural ODE for MRI acquisition optimization to the best of our knowledge.

3. Methodology

As illustrated in Figure 1, the proposed algorithm consists of two deep learning networks with their associated data processing pathways. First, a neural ODE is introduced to approximate the dynamic evolution of the k-space trajectory from its initial status. With the optimized trajectory, the multi-coil k-space data is undersampled using a non-uniform Fast Fourier Transform (nuFFT). Then, the undersampled data is transferred to image domain. On top of this, a second reconstruction network is trained to remove MR image artifacts and noise. In the following subsections, we provide more details for each component.
3.1. Problem Formulation

ODE mathematically describes variable changes using integrals and derivatives, which can model a dynamic system. Neural ODE [9, 29] uses a neural network to parameterize the dynamics of the variable. Neural ODE has recently shown impressive performance in sequential data optimization for regular and irregular time sampling [19], making it an ideal new approach for optimizing MRI k-space trajectory. In MRI, a k-space trajectory can be described as \( k(t) \). Because the k-space trajectory is typically differentiable, the description of the trajectory dynamics can be formulated as an ODE as

\[
\frac{dk(t)}{dt} = f_\theta(k(t), t),
\]

where \( f_\theta \) is a neural network with parameters \( \theta \). This linear ODE can be simply solved using integration as

\[
k(t) = k(0) + \int_0^t f_\theta(k(\tau), \tau) d\tau,
\]

where \( k(0) \) is an initial trajectory point that can be provided using either Cartesian or Non-Cartesian trajectories (e.g., radial and spiral). We can use ODEsolver(\( f_\theta \)) to represent an ODE solver that takes the inputs of neural network mapping function \( f_\theta \), initial state (initial k-space control points) \( k(0) \), and time sequence \( t \), and then outputs the predicted k-space trajectory

\[
k(t) = \text{ODEsolver}(f_\theta, k(0), t).
\]

Suppose \( \hat{k} \) is an optimal k-space trajectory that provides the most efficient k-space acquisition. The optimization can then be framed as

\[
\arg\min_\theta \ell(k(t), \hat{k}) = \arg\min_\theta \ell(\text{ODEsolver}(f_\theta, k(0), t), \hat{k}),
\]

where the loss function \( \ell(k(t), \hat{k}) \) minimizes the difference between predicted trajectory \( k(t) \) and \( \hat{k} \) to update \( f_\theta \).

In addition, a physically applicable trajectory must obey the hardware constraints of an MRI system, including the maximum imaging gradient \( G_{\text{max}} \), determined by the peak current, and the maximum gradient slew rate \( S_{\text{max}} \), describing the maximum change of gradient in a unit time. The hardware constraints on the maximum gradient and slew rate determine the trajectory speed and acceleration, which can be defined as

\[
v = \frac{dk(t)}{dt}, a = \frac{d^2k(t)}{dt^2}.
\]

With these definitions, the k-space trajectory optimization conditioned on MRI physics can be reframed as

\[
\arg\min_\theta \ell(\text{ODEsolver}(f_\theta, k(0), t), \hat{k}),
\]

subject to

\[
v \leq \gamma \ast G_{\text{max}}
\]

\[
a \leq \gamma \ast S_{\text{max}}.
\]

where the \( \gamma \) is the gyromagnetic ratio for a specific nucleus (e.g., proton). To simplify the expression for \( \ell(k(t), \hat{k}) \), we use \( \ell(k(t)) \) in the following manuscript.

3.2. Neural ODE Solver

The integration operation in the ODE model makes it difficult to efficiently update \( f_\theta \) using the standard backpropagation approach. Computing the gradients for all k-space points in the trajectory during the backpropagation will lead to a gigantic computational graph, which cannot be stored in the memory of typical computing hardware. For example, the loss for a k-space point at the end of the trajectory

![Figure 1. Schematic illustration of the proposed framework. Given a group of initial k-space control points (yellow points on each radial spoke), a neural ODE is used to approximate the dynamics of the trajectory. Then, a nuFFT is employed to transform the k-space data to the image domain, followed by a root-sum-of-squares reconstruction (RSS) to combine multi-channel images and a reconstruction model to remove artifacts, noises and improve the overall quality of the MR image.](image-url)
$t_e$ can be defined as,
\[
\ell(k(t_e)) = \ell(k(0) + \int_0^{t_e} f_\theta(k(\tau), \tau) d\tau).
\]

To back propagate the gradients from $t_e$ to the initial point, the values of $\left[ \frac{\partial \ell}{\partial k(t)}, \frac{\partial \ell}{\partial t}, \frac{\partial \ell}{\partial \theta} \right]$ at each time point between 0 and $t_e$ in the entire trajectory needs to be computed separately using traditional back propagation approach [40], which is memory prohibited. In this current study, we tailored a memory-efficient adjoint method [29] to optimize our ODE model in Eq. (6). Unlike the traditional back propagation approach, the adjoint method will compute the dynamics of $\left[ \frac{\partial \ell}{\partial k(t)}, \frac{\partial \ell}{\partial t}, \frac{\partial \ell}{\partial \theta} \right]$, so that the parameter update can be implemented using an integration operation for any time point in the trajectory. For example, the adjoint method will compute the adjoint state $a_k(t)$ for the trajectory $k(t)$, defined as
\[
a_k(t) = \frac{\partial \ell}{\partial k(t)}. \quad (8)
\]

Using continuous chain-rule, $a_k(t)$ can be also denoted as
\[
a_k(t) = \frac{\partial \ell}{\partial k(t + \epsilon)} \frac{\partial k(t + \epsilon)}{\partial k(t)} = k(t + \epsilon) - k(t), \quad (9)
\]
where $\epsilon$ is very small value. The dynamics of the adjoint state ($\frac{\partial a_k(t)}{\partial t}$) can be calculated as
\[
\frac{\partial a_k(t)}{\partial t} = \lim_{\epsilon \to 0^+} \frac{a_k(t + \epsilon) - a_k(t)}{\epsilon} = \lim_{\epsilon \to 0^+} \frac{-a_k(t + \epsilon) \frac{\partial f_\theta(k(t), t)}{\partial k(t)}}{\epsilon} = -a_k(t) \frac{\partial f_\theta(k(t), t)}{\partial k(t)}. \quad (10)
\]

Likewise, similar to Eq. (10), the dynamics of the adjoint $a_t(t)$ and $a_\theta(t)$ can be computed as
\[
\frac{\partial a_t(t)}{\partial t} = -a_k(t) \frac{\partial f_\theta(k(t), t)}{\partial t}, \quad (11)
\]
\[
\frac{\partial a_\theta(t)}{\partial t} = -a_k(t) \frac{\partial f_\theta(k(t), t)}{\partial \theta}. \quad (12)
\]

Therefore, an ODESolver() can be applied to efficiently compute $a_k(t)$, $a_t(t)$ and $a_\theta(t)$ to update the corresponding variables $\left[ \frac{\partial \ell}{\partial k(t)}, \frac{\partial \ell}{\partial t}, \frac{\partial \ell}{\partial \theta} \right]$ for all time points between 0 and $t_e$. For example, updating $\theta$ can be computed as $\theta = \theta - \eta a_\theta(t)$, with small $\eta$ determined by the learning rate. Compared with the traditional backpropagation approach, the adjoint method has several advantages: linear scalability with problem size, significantly reduced memory cost, and precise numerical error control. Besides, as this approach is a continuous-time analogy to the traditional backpropagation, it can be easily combined with other gradient-based optimization methods in network training. Therefore, the adjoint method has been recently widely applied in high-performance computation and optimization applications involving integration processes [9].

To implement the adjoint method in our algorithm, we applied the standard automatic differentiation function in PyTorch [33] to compute the vector-Jacobian products $\frac{\partial \ell}{\partial k(t)}$, $\frac{\partial \ell}{\partial t}$, and $\frac{\partial \ell}{\partial \theta}$ in Eqs. (10), (11), and (12), respectively, as the initial inputs for the ODESolver(). To further improve the training efficiency, an augmented state combining $k(t)$ and these three adjoint states is used so that a single function call to an ODESolver() can compute all integration operations. More specifically, the augmented initial state at time $t_e$ (reversed time order) can be built using a concatenated vector as $s_0 = [k(t_e), a_k(t_e), \theta, \frac{\partial \ell}{\partial \theta}]$.

As a result, based on Eqs. (10), (11), and (12), the dynamics of the augmented state denoted as $d(s_0, t, \theta)$, can be defined as
\[
d(s_0, t, \theta) = \left[ f_\theta(k(t), t), -a_k(t) \frac{\partial f_\theta}{\partial k(t)}, -a_k(t) \frac{\partial f_\theta}{\partial \theta}, -a_k(t) \frac{\partial f_\theta}{\partial t} \right]. \quad (13)
\]

Therefore, the gradients at each time point in the trajectory can be computed by employing a single ODESolver() call, as
\[
[k(t), \frac{\partial \ell}{\partial k(t)}, \frac{\partial \ell}{\partial t}, \frac{\partial \ell}{\partial \theta}] = \text{ODEsolver}(d(s_0, t, \theta), s_0, t). \quad (14)
\]

Finally, the trajectory $k(t)$ can be predicted and all gradients are efficiently computed for updating network model.

### 3.3 Joint Optimization

In practice, the optimal k-space trajectory used as training reference is typically unavailable before network training. Therefore, the k-space optimization problem in Eq. (6) cannot be directly implemented using supervised learning in the k-space domain. Instead, we propose to combine trajectory optimization and image reconstruction into a unified learning framework. As illustrated in Figure 1, an image reconstruction network is utilized to reconstruct k-space data derived from the optimized trajectory. The reconstructed images can then be compared with the fully sampled MR images as the training reference. Mathematically, the optimization in Eq. (6) can be reformatted as
\[
\int_{\theta, \beta} \ell(h_\beta, 3(\text{ODEsolver}(f_\theta, k(0), t)), I) + \lambda_1 S(v, G_{\text{max}}) + \lambda_2 S(a, S_{\text{max}}), \quad (15)
\]
where $3$ represents the image encoding operation for generating intermediate images using the k-space trajectories and data through non-uniform Fast Fourier Transform (nuFFT).
and adjoint nuFFT [11, 35]. \( h_\beta \) is an end-to-end mapping network, taking intermediate images as the input and removing residual artifacts and noises. In our study, the loss \( \ell \) uses a hybrid loss function combining both \( l_1 \) loss and Structural Similarity Index Measurement (SSIM) loss [49] to characterize both the pixel-wise and structural similarity between the output of the mapping network and the fully sampled MR images \( I \). In addition, because the physical constraints to regularize k-space trajectory are undifferentiable in network training, an element-wise soft shrinkage loss function [25] \( S \) is introduced. More specifically, \( S(b, c) \) returns zero when input \( b \) is in the range of \([-c, c]\), otherwise returns the difference between \( b \) and \( c \). This loss function penalizes the training to ensure the imaging gradient and the gradient slew rate can converge into the maximum allowed values. \( \lambda_1 \) and \( \lambda_2 \) are weighting factors to balance the loss terms in this optimization function.

4. Experiments

4.1. In-vivo Image Datasets

Experiments were conducted to evaluate the proposed method using the image datasets from fastMRI database [52], which contains knee and brain MR images acquired with different MR sequences. For the knee images, a subset of knee data on 80 subjects was randomly selected for training (\( N=60 \)), validation (\( N=5 \)), and testing (\( N=15 \)). The knee image dataset was acquired using a 2D coronal proton density-weighted fast spin-echo sequence with the following imaging parameters: echo train length 4, matrix size 320x320, in-plane resolution 0.5mmx0.5mm, slice thickness 3mm, repetition time (TR) ranging between 2200 and 3000ms, and echo time (TE) ranging between 27 and 34ms. The k-space data were fully sampled using a 16-channel knee coil array at 1.5T and 3.0T MR scanners. For the brain images, a subset of the brain data on 65 subjects was randomly selected for training (\( N=50 \)), validation (\( N=5 \)), and testing (\( N=10 \)). The brain datasets include 2D axial T1-weighted images without (AXT1) and with (AXT1POST) the administration of contrast agent. These fully sampled brain images were acquired using multi-channel brain coil arrays at 1.5T and 3.0T MR scanners based on the standard clinical protocol. Because the image size varies across different subjects, the images were unified into a 256x256 matrix size via cropping the central region of images that were obtained by taking the inverse Fourier Transform of the fully sampled k-space data. To demonstrate the capability of our proposed method for optimizing both Cartesian and Non-Cartesian trajectories, we investigated initializing the trajectory optimization using three different k-space sampling patterns, including Cartesian, spiral (in Appendix), and radial, respectively. Acceleration was implemented using a reduced number of shots, including \( N=4, 8, 16, \) and 32, respectively. For the radial initialization, a spoke at 0 degrees was first created, and then the other \( N-1 \) spokes were built by linearly rotating \( \pi/N \) degrees. Each shot was designed to contain 1000 sampling points corresponding to a readout time of 4ms at a dwell time of 4\( \mu \)s. The maximum imaging gradient was 50mT/m, and the maximum slew rate was 200T/m/s. To reduce the length of the integral in the ODE, each shot was further divided into 100 segments with equal length, and one control point in each segment (resulting in a total of 100 control points per shot) was used as the initial state to predict the remaining 900 sampling points using the described ODE solver in Eq. (3).

Our proposed models were designed using PyTorch [33]. More architecture details are provided in appendix. The ODE solver was implemented using TorchDiffeq [9] package, from which a Runge-Kutta of order five of Dormand-Prince-Shampine solver [8] was applied given its good computing performance, accuracy, and efficiency in our initial experiment. Because of the GPU memory limit, the multi-channel images were combined into one image using a root-sum-of-squares reconstruction (RSS) [38] and then used as the input of the U-Net [39] reconstruction network.

The Adam optimizer [20] was applied to train our networks, and the learning rates were set to 0.01 and 0.001 for the neural ODE and the U-Net, respectively. The framework was trained for a total of 100 epochs. To facilitate
Figure 3. Demonstration of trajectory optimization difference between different image datasets.

the neural ODE convergence, the networks were optimized without the constraints at the first 25 epochs. Then, physical constraints were added to fine-tune the learned trajectory by empirically setting $\lambda_1$ and $\lambda_2$ to 0.1 for Eq. (15). All the training and testing were performed using an NVIDIA Tesla K80 GPU with 11GB GDDR5 RAM.

4.2. Evaluation of Reconstruction

Image reconstruction was evaluated qualitatively and quantitatively. Quantitative metrics calculate the difference between the reconstructed and fully sampled reference images in the testing datasets. Two metrics were used, focusing on different aspects of the reconstruction quality. The peak signal-to-noise ratio (PSNR) was used to assess the overall reconstructed image errors. The SSIM was used to estimate the overall image similarity to the reference images. A paired nonparametric Wilcoxon signed-rank test with statistical significance defined as a $p < 0.05$ was used to evaluate the group-wise differences between methods.

4.2.1 Analysis, Visualization, and Evaluation

The learned k-space trajectories using radial trajectory as the initial sampling pattern were demonstrated in Figure 2. Both the initial trajectory and the learned trajectory are presented. The learned trajectories tend to densely sample the central k-space region with higher information density. The learned trajectories are divergent at the peripheral k-space region since the trajectories prefer to acquire appropriate high-frequency components, which are typically sparse in the k-space.

The radial imaging use straight-line sampling pattern to acquire k-space. In Figure 2, the wavy pattern was formed based on the radial spoke, resulting in a dense sampling of the central k-space. Unlike the radial trajectory, where the sampling density falls off rapidly away from the k-space center, the learned trajectory provides a new strategy to sample the entire k-space with a balanced and uniform sampling density distribution. The influence of the physical constraints on the optimized trajectories is also demonstrated in the middle of Figure 2. In these examples, the trajectories were only optimized on image loss from the first term of Eq. (15). While the unconstrained trajectories attempted to rapidly explore large sampling space for covering more k-space information, the resulted trajectories tend to traverse with abrupt turns, leading to irregular non-smooth sampling patterns which are difficult to be implemented in MRI scanners. However, the learned trajectories under physical constraints can produce a hardware-friendly waveform for practical implementation.

The point-spread function (PSF) is also demonstrated for each corresponding trajectory in Figure 2. Compared with the fixed PSF, the learned trajectory can lead to a PSF with reduced side lobes and more homogeneous sampling of the neighboring pixels. This can result in reduced structural and aliasing imaging artifacts in the undersampled images.

The context-awareness of the trajectory optimization is also investigated by comparing the optimized trajectories for datasets with different anatomies. Figure 3 illustrates the learned trajectories for brain and knee datasets, respectively, using an initialization of the same Cartesian trajectory. There are differences between the exemplified k-space for the brain and knee due to the difference of the imaged objects. The learned trajectories can realize this feature and correctly characterize the difference of the k-space density distribution. More specifically, the learned trajectory has more fluctuation and coverage for the scattered knee k-space than the more centralized brain k-space.

The reconstructed images from the learned trajectories using radial trajectory were demonstrated in Figure 4. These images were compared with the images directly reconstructed using fixed trajectory. The framework was slightly modified by removing the trajectory optimization network and only training the end-to-end reconstruction U-Net using the standard supervised learning approach. The qualitative evaluation of brain images proves the improved image reconstruction using our proposed method. As illustrated in Figure 4, the reconstructed images from learned trajectories are consistently better than those from the fixed trajectories for each type. More specifically, the learned radial trajectories provided improved reconstruction performance compared to their fixed counterparts in Figure 4 for the brain images at the AXT1POST sequence (More results in Appendix). Notably, the intermediate images directly obtained from the RSS reconstruction were shown at the top
Figure 4. MRI reconstruction comparison between fixed (Fixed) and learned (Learned) radial trajectory with 32 spokes for brain AXT1POST images. The leftmost column shows the ground truth fully sampled image. Compared to this, the learned trajectory provides accurate image contrast recovery and detailed blood vessel reconstruction superior to the fixed trajectory both before and after the reconstruction, as indicated by the red arrows.

Table 1. Quantitative comparison on brain AXT1 images at different acceleration levels (Acc. Level).

<table>
<thead>
<tr>
<th>Acc. Level</th>
<th>Cartesian</th>
<th>Radial</th>
<th>Spiral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fixed</td>
<td>Learned</td>
<td>Fixed</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
</tr>
<tr>
<td>4-Shots</td>
<td>29.75 ± 0.78</td>
<td>0.81 ± 0.02</td>
<td>30.11 ± 0.81</td>
</tr>
<tr>
<td>8-Shots</td>
<td>30.54 ± 0.78</td>
<td>0.82 ± 0.01</td>
<td>30.55 ± 0.75</td>
</tr>
<tr>
<td>16-Shots</td>
<td>31.06 ± 0.85</td>
<td>0.83 ± 0.02</td>
<td>31.27 ± 0.67</td>
</tr>
<tr>
<td>32-Shots</td>
<td>31.56 ± 0.86</td>
<td>0.84 ± 0.01</td>
<td>31.75 ± 0.70</td>
</tr>
</tbody>
</table>

The group-wise quantitative analyses further confirmed the qualitative comparisons shown in the exemplary figures. Tables 1 and 2 summarized the quantitative comparison between images reconstructed using the fixed and learned Cartesian, radial, and spiral trajectories in all testing AXT1 and AXT1POST brain image datasets at different acceleration levels. In general, there is improved reconstruction quality with the decrease of acceleration level (i.e., more shots) for both fixed and learned trajectories, as indicated by the increased PSNR and SSIM values. At the same acceleration level, the learned trajectories show significantly better reconstruction quality ($p < 0.05$) than the fixed ones in terms of PSNR and SSIM metrics for all sampling patterns on AXT1 and AXT1POST brain images.

More comparison results can be found in the supplementary document of this paper.

5. Discussion

This study demonstrated the feasibility of optimizing MRI k-space acquisition using a deep learning framework consisting of a neural ODE and an image reconstruction network. This framework has achieved a successful joint model for simultaneously learning optimal k-space acquisition and image reconstruction of the raw k-space data. The proposed method was evaluated under Cartesian and Non-Cartesian trajectories to demonstrate the generalization of the method. In several image datasets obtained with different MRI sequences at different anatomical structures, the proposed learning-based k-space optimization can correctly characterize the inherent k-space features. Our method provides an efficient acquisition strategy, meanwhile maintaining high-quality image reconstruction compared to the regular fully sampled Cartesian and Non-Cartesian trajectories, as shown in our results.

A few previous studies have focused on k-space optimization under the compressed sensing framework [15, 21, 41, 43]. While most of these methods have shown success in optimizing k-space acquisition on an individual image, it becomes challenging to ensure consistent sampling efficiency and reconstruction performance for a wide variety of image slices. The optimization’s performance is also dependent on the assumptions and priors imposed for interpreting the k-space features. Such optimization is primarily heuristic thus could lead to a suboptimal result in the presence of different image features. Recent deep learning-based approaches can be more robust and adaptive to complicated image features. Because the deep learning model can be trained against many image datasets, it learns comprehensive image contents and their corresponding k-space features, leading to more accurate k-space representation. In our study, we applied a neural ODE to characterize the dynamics of k-space acquisition. Unlike several previous...
deep learning-based approaches, this new approach does not assume the k-space data distribution; instead, it relies solely on the learning process to characterize essential k-space features (Figure 3). In addition, neural ODE is a generic framework capable of optimizing any k-space trajectories. In the current study, we only demonstrated the optimization for Cartesian, radial, and spiral trajectories. The future extension could be applied for other trajectories such as echo planar imaging [46], propeller acquisition [34], and other hybrid sampling patterns [30]. Extension to multidimensional data acquisition such as 3D imaging [18] and dynamic imaging [47] is also possible given sufficient training datasets and computing power.

In addition, we demonstrated the influence of physical constraints on the k-space optimization. In contrast to the unconstrained optimization, the k-space optimization conditioned on MRI physics could lead to rapid k-space coverage with maximally allowable traverse patterns, resulting in homogeneous image acquisition as indicated by the PSFs in Figure 2. In the current study, we only considered the factors of maximum gradient amplitude and slew rate. In the future study, a more realistic physical model accounting for eddy current effects [1] could be imposed to estimate more robust trajectory patterns.

Our framework not only estimates the optimal k-space acquisition but also simultaneously trains a deep learning-based image reconstruction network using the learned k-space data. Inspired by adversarial learning, the joint k-space optimization and image reconstruction can maximize the optimization performance in a competing manner. The mutual competing nature of training can improve both the k-space optimization network and the reconstruction network collaboratively, leading to a better performance than training each network separately. Undoubtedly, the learned k-space trajectory is subject to the selection of a reconstruction network. Unlike the optimized sampling patterns under compressed sensing, where the trajectories typically follow k-space distribution density, the learned trajectories using neural ODE provide unique k-space characterization that could be more suitable for the jointly learned reconstruction network. In the current study, we only applied U-Net for image reconstruction. Many recently proposed network architectures tailored for MRI reconstruction, such as unrolled networks [6,16], domain transfer learning networks [2], and recurrent neural networks [31], could be potential candidates to further improve the image reconstruction performance in combination with the k-space optimization neural ODE in our framework. In addition, the training loss applied in the current study is solely based on the difference between the fully sampled reference and the estimated image. Future work will explore a more comprehensive loss function to incorporate useful image priors and imaging parameters to create a more robust model.

Our proof-of-concept study has several limitations. Due to the GPU memory limit, we must apply an RSS reconstruction to combine multi-coil images into a single image for image reconstruction. However, using multi-coil k-space data could further improve the reconstruction performance through advanced reconstruction networks. To demonstrate the feasibility of our framework, we only investigated retrospective acquisitions of the existing image datasets. The current study is ongoing to evaluate the learned trajectories on real MRI through implementing specific MRI sequences. Finally, the optimized imaging method has not been evaluated for pathology diagnosis in a large patient cohort to illustrate the clinical value.

### 6. Conclusion

Our study presented a novel deep learning framework to learn MRI k-space trajectory optimization. We have shown that the proposed method consistently outperforms the regular fixed k-space sampling strategy. The optimization is efficient and adaptable for various Cartesian and Non-Cartesian trajectories at different image sequences, contrast, and anatomies. The proposed method provides a new opportunity for improving rapid MRI, ensuring optimal acquisition while maintaining high-quality image reconstruction.
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