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Abstract

Pre-training has been adopted in a few of recent works for Vision-and-Language Navigation (VLN). However, previous pre-training methods for VLN either lack the ability to predict future actions or ignore the trajectory contexts, which are essential for a greedy navigation process. In this work, to promote the learning of spatio-temporal visual-textual correspondence as well as the agent’s capability of decision making, we propose a novel history-and-order aware pre-training paradigm (HOP) with VLN-specific objectives that exploit the past observations and support future action prediction. Specifically, in addition to the commonly used Masked Language Modeling (MLM) and Trajectory-Instruction Matching (TIM), we design two proxy tasks to model temporal order information: Trajectory Order Modeling (TOM) and Group Order Modeling (GOM). Moreover, our navigation action prediction is also enhanced by introducing the task of Action Prediction with History (APH), which takes into account the history visual perceptions. Extensive experimental results on four downstream VLN tasks (R2R, RxR, REVERIE and NDH) demonstrate the effectiveness of our proposed method compared against several state-of-the-art agents.

1. Introduction

Vision-and-Language Navigation (VLN) has received large attention in communities of computer vision, natural language processing and robotics due to its great importance towards real-world applications such as domestic assistants [3, 5, 7, 17, 28, 29, 38]. VLN requires an agent to navigate to a target location in a 3D simulated environment, according to a given natural language instruction. In the past few years, a great variety of VLN tasks have been proposed, including navigation with low-level instructions such as R2R [3] and RxR [18], communicative and cooperative instructions such as NDH [36], and high-level instructions for remote object grounding such as REVERIE [32] and SOON [40].

Despite their differences, the agent’s navigation is mostly formulated as a sequential text-to-image grounding problem. That is, positioned at a particular node on a predefined connectivity graph, the agent traverses the environment by selecting the adjacent node that has the maximum correspondence between the image representation and the instruction. As a result, the visual-textual matching is considered to be the keystone of addressing VLN tasks.

Inspired by the great success of Vision-Language BERT pre-training on several visual-textual matching tasks, such as image-text retrieval [19] and referring expression grounding [39], several pre-training methods have been proposed for VLN [8, 9, 13, 27]. These approaches are able to achieve better performance, but they still suffer from some limitations. VLN-BERT [27] pre-trains its model by predicting the compatibility of a pair of instruction and visual trajectory. In the downstream tasks, it formulates the navigation as a trajectory selection problem. AirBERT [8] fur-
ther adopts a binary classification task to predict whether the given instruction and visual trajectory are paired. Both VLN-BERT and AirBERT discard navigating action prediction during pre-training, weakening the relation between the learned representation and the final goal: navigation action prediction. By contrast, PREVALENT [9] introduces a single-step action prediction task, aiming to learn action-oriented generic visiolinguistic representation, which can be applied to the greedy search VLN. However, PREVALENT largely overlooked the important historical context in pre-training. It only takes the static panoramic image of a single step as visual input, while failing to take into account the history trajectory information. Indeed, VLN is a Partially Observable Markov Decision Process (POMDP), where the agents rely heavily on the past experiences for making future action decisions. Furthermore, VLN is a spatio-temporal task which is sensitive to the sequence order of the trajectory. Thus the ability of temporal order reasoning is also beneficial to the action decision making. Nevertheless, all the above three methods do not explicitly mine temporal order information from either instructions or visual observations.

To address the above mentioned issues, in this work, we propose a novel history-and-order aware pre-training paradigm to enhance the learning of visual-textual correspondence for VLN task. First, we provide history visual observations to the action prediction task, called Action Prediction with History (APH), which helps the model locate the sub-instruction to be executed and thus improve the action prediction accuracy. Second, we design two order-aware proxy tasks, Trajectory Order Modeling (TOM) and Group Order Modeling (GOM). Given an instruction, TOM requires the model to recover the order of shuffled visual trajectory from a fine-grained level, and GOM requires the model to predict the order of two groups of sub-trajectories from a coarse level. These two tasks explicitly equip the model with the ability to understand the temporal order within instructions, in addition to the visual-textual matching capability. The overall of the proposed pre-training and fine-tuning tasks are illustrated in Figure 1.

To comprehensively evaluate our proposed pre-training methods, we conduct experiments on four downstream tasks: R2R [3], RxR [18], NDH [36], REVERIE [32]. Each task poses a very different challenge to evaluate the agent. R2R serves as an in-domain task, which can verify the agent’s generalization ability to unseen environments. The other three tasks are out-of-domain, which are used to study the generalization ability to new tasks. RxR is known for longer instructions. NDH features dialog instructions. REVERIE is characterized by high-level, short instructions. With our proposed pre-training tasks, the fine-tuned downstream model performs favorably on all these tasks: 59% SPL on R2R, 0.33 sDTW on RxR, 3.31 GP on NDH, and 24.34% SPL (14.34% RGSP) on REVERIE.

2. Related work

In this section, we briefly review several closely related works in VLN and Vision-Language pre-training.

Vision-and-Language Navigation Vision and language navigation task has attracted a lot of attention since it was proposed in the room-to-room task [3]. This task is initially cast as a vision-based sequence-to-sequence trans-coding problem [3]. To improve an agent’s generalization ability to unseen environments, a speaker-follower model [7] synthesizes new instructions for data augmentation, and “environmental dropout” method [35] is proposed to mimic unseen environments during training. Wang et al. [38] propose a reinforced cross-modal matching framework that combines the strength of reinforcement learning (RL) and imitation learning (IL) for vision language navigation task. To estimate progress made towards the goal, Ma et al. [25] introduce a self-monitoring method, which consists of visual-textual co-grounding module and a progress monitor. Hong et al. [11] propose a language and visual entity relation graph that exploit the inter and intra modality relationships among the scene. Recently, VLBERT-based methods significantly improve performance on VLN tasks. Hong et al. [12] develop a recurrent model that reuses the [CLS] token to maintain the history information. Qi et al. [30] propose an object-informed sequential BERT to encode visual perceptions and linguistic instructions.

Vision-Language Pre-training In recent years, many vision-language pre-training works [6,22,24,34] have been proposed to learn cross-modal representations for various vision language problems, such as Image-Text Retrieval [19], Referring Expression Grounding [39] and Visual Question Answering [4]. Unlike conventional vision-language pre-training, VLN tasks additionally require the learned representations to facilitate action decision making. VLN-BERT [27] performs path selection by predicting instruction and trajectory compatibility. Similarly, AirBERT [8] trains the path-instruction matching task by collecting large numbers of indoor image-caption pairs. However, these methods ignore the importance of dynamic action decision. Although PREVALENT [9] adds the task of action prediction (AP), the global-level path information cannot be considered because its input is a global instruction and a panoramic image of the current location, which discards temporal visual context for action prediction. Moreover, all these methods do not explicitly mine temporal order information from either instructions or visual observations, which are crucial for an agent to predict actions. In contrast, our pre-training is designed to relieve the above mentioned limitations, by introducing a history-aware proxy task and two order-aware proxy tasks. These
tasks help the agent understand the history context and temporal order, facilitating the final action prediction. We note ALTR [13] introduces a “Next Visual Scene” task to capture the temporal context, but instead of predicting image orders it predicts visual features of future steps directly, which is a much harder task.

3. Method

In this section, we first present the preliminaries of VLN to put our method in a proper context. Then, we describe the model architecture we adopted. Next, we provide the details of the five pre-training proxy tasks utilized in our proposed history-and-order aware pre-training paradigm. At last, we introduce the datasets used for pre-training.

In VLN, a robot agent is randomly positioned in a 3D simulator with the initial state \( \langle u_0, \alpha_0, \beta_0 \rangle \), where \( u_0 \) is the starting viewpoint on the pre-defined navigation-graph, \( \alpha_0 \) and \( \beta_0 \) are angles of heading and elevation. Given a natural language instruction \( x = \langle x_1, x_2, \ldots, x_L \rangle \), where \( L \) is the instruction length, the agent needs to predict the next navigation action according to panoramic perceptions. Following the common practice, the action is predicted by selecting a navigable location from a candidate set provided by the simulator. Each navigable location is represented by its RGB image feature and its orientation feature.

3.1. Model Architecture

The model architecture is illustrated on the top-left of Figure 2, which is similar to LXMERT [34]. Taking the instruction-trajectory pair as input, the model first utilizes a language encoder and a vision encoder to extract single-modal representations from the instruction and image sequence, respectively. Then, these representations are fed into a cross-modal encoder to implement interactions between the two modalities and generate the final fused representations.

Language Encoder We first use WordPieces [15] to tokenize all words in an instruction, obtaining a sequence of tokens: \( [\text{CLS}], w_1, w_2, \ldots, w_L, [\text{SEP}] \), where \( [\text{CLS}] \) and \( [\text{SEP}] \) are added special tokens. Then, the text embedding of each token is obtained via summing up the token embedding and the position embedding, followed by Layer Normalization (LN). At last, the text embedding is passed through the single-modal language encoder, of which each layer consists of a self-attention sub-layer and a feed-forward sub-layer. The outputs of the language encoder are used as language features.

Vision Encoder Trajectory \( \tau = \langle v_1, v_2, \ldots, v_T \rangle \) represents the image sequences observed by the agent when traversing the environment, where \( v_i \) is the observed image of the environment at step \( i \) and \( T \) is the number of total steps. To better capture order information from the trajectory, we use the front view image of the agent’s observation at each position, rather than using the panoramic image. This is because panoramic images of the adjacent observation points in the same room are similar, causing difficulties for the agent to explore the dynamic and temporal information of the entire trajectory.

We first use ResNet-152 [10] pre-trained on ImageNet [33] to extract a 2048-dimensional image feature vector \( v_{\text{vis}} \) for each front view image \( v_i \). Then, we com-
compute the orientation feature of heading $\alpha$ and elevation $\beta$ as $[\sin \alpha; \cos \alpha; \sin \beta; \cos \beta]$, and repeat it for 32 times to constitute a 128-dimensional direction feature vector $v_d$ as same as [35]. Each image $v_i$ in the trajectory is finally represented by a 2176-dimensional feature vector $v_i = [v_{vis}; v_d]$ by concatenating $v_{vis}$ and $v_d$. At last, the image features of trajectory $\tau$ are passed through the single-modal vision encoder, of which each layer consists of a self-attention sub-layer and a feed-forward sub-layer. The outputs of the vision encoder are used as vision features.

Cross-Modal Encoder We use the Cross-Modal Encoder to fuse features from both language and vision modalities. For the cross-modal encoder, each layer contains two self-attention sub-layers, one bi-directional cross-attention sub-layer and two feed-forward sub-layers. The outputs of the cross-modal encoder are used as cross-modal features for pre-training and downstream tasks.

Following [9], we set the layers’ number $N_{\text{text}}, N_{\text{image}}, N_{\text{cross}}$ of text encoder, vision encoder and cross-modal encoder to 9, 1 and 3, respectively.

3.2. Pre-training Tasks

Masked Language Modeling (MLM) MLM is the most commonly used proxy task for BERT-based pre-training. For VLN pre-training, the goal of MLM is to recover masked words $w_m$ via reasoning over the surrounding words $w_m$ and the trajectory $\tau$. Specifically, the inputs for MLM are the instruction $w = \langle w_1, w_2, \ldots, w_L \rangle$ and the corresponding trajectory $\tau = \langle v_1, v_2, \ldots, v_T \rangle$. We randomly mask out the input tokens of the instruction with a 15% probability, and replace the masked token $w_m$ with a special token [mask]. This task is optimized by minimizing the negative log-likelihood:

$$L_{\text{MLM}}(\theta) = -\mathbb{E}_{(w, \tau) \sim D} \log P_\theta(w_m | w_{\neg m}, \tau),$$

where $\theta$ denotes trainable parameters. Each pair $(w, \tau)$ is sampled from the training set $D$.

Trajectory-Instruction Matching (TIM) TIM is a global matching task, which is designed to predict whether a given image trajectory and an instruction are a matched pair. The inputs for TIM are the instruction-trajectory pairs $(w, \tau)$. During training, we generate negative samples by randomly replacing the trajectory with a mis-matched one, with a probability of 50%. Specifically, the generated negative samples are selected only from the same environment, so that the model could focus on distinguishing between paths rather than environments. We use the output representation of the special token of [CLS] as the joint representation of the instruction-trajectory pair, and then feed it into an FC layer with a sigmoid function to predict the matching score $s_\theta(w, \tau)$. We optimize this task via the binary cross-entropy loss:

$$L_{\text{TIM}}(\theta) = -\mathbb{E}_{(w, \tau) \sim D} [y \log P_\theta + (1 - y) \log P_{\neg \theta}],$$

where $P_\theta = s_\theta(w, \tau)$, and $y \in \{0, 1\}$ indicates whether the sampled trajectory-instruction pair is a match.

Trajectory Order Modeling (TOM) VLN is sensitive to the sequence order of trajectory, thus we design the TOM task to enable the model to learn the temporal order within instructions in addition to visual-textual correspondence. The inputs for TOM are the instruction $w$ and the reordered trajectory $\tau'$. Specifically, we randomly selected 50% images of the original trajectory $\tau$ for shuffling. The goal of TOM is to reconstruct the correct order $\tau = \langle r_1, r_2, \ldots, r_N \rangle$ of the original trajectory $\tau$ with reference to the given instruction $w$, where $N$ is the number of steps of trajectory. This task is formulated as a classification problem of $N$ classes. We feed the vision output of the cross-modal encoder into an FC layer with softmax to predict the order $r'_k$ for each image $k$ in the reordered trajectory $\tau'$, by minimizing the cross-entropy loss:

$$L_{\text{TOM}}(\theta) = -\mathbb{E}_{(w, \tau') \sim D} \sum_{i=1}^{N} y_i \log P_\theta(r'_k | w, \tau'),$$

where $y_i = 1$ if the predicted order $r'_k$ for image $k$ is the original order $i$, otherwise $y_i = 0$.

Group Order Modeling (GOM) This task shares the same motivation as TOM but at a sub-trajectory level. It predicts previous, next, or random relations between two sub-trajectories. As shown in Figure 3, the inputs for GOM are the instruction $w$ and image sequence group $(G_1, G_2)$ that is derived from the trajectory $\tau$. Specifically, we divide the trajectory into two parts $(G_1, G_2)$ sequentially in an even way. Furthermore, there is a probability of $1/3$ that $G_2$ will be placed after $G_1$, a probability of $1/3$ that $G_2$ will be placed before $G_1$, and a remaining probability of
1/3 that $G_2$ will be replaced by random sampling from image sequence groups of other trajectories. This task is cast as a classification problem of three classes. If $G_1$ happens before $G_2$, we denote it as $c = 1$; if $G_1$ happens after $G_2$, we denote it as $c = 2$; if $G_2$ is an image sequence group randomly sampled from different environments, we denote it as $c = 3$. The special token [SEP] is used to separate the two groups. We use the representation of [CLS] token as the joint embedding of the input visual and textual information. Then we apply an FC layer with softmax to make a three-class prediction of $c$. This task is optimized by minimizing the cross-entropy loss:

$$
\mathcal{L}_{GOM}(θ) = -\mathbb{E}_{(w, (G1,G2)) \sim D} \sum_0^D y_c \log P_θ(c'|w, (G1,G2)),
$$

where $y_c \in \{0,1\}$ indicates whether the predicted class $c$ is the desired class $c$ or not.

**Action Prediction with History (APH)** The motivation of this task is to make the learned representation benefiting the final goal: predicting navigation action. The inputs for APH are the instruction $w$, the history trajectory $τ_{t-1} = \langle v_1, v_2, \ldots, v_{t-1} \rangle$, and the panoramic view $p = \{p^1, p^2, \ldots, p^{36}\}$ of the current step $t$. The panoramic view consists of 36 images from 12 surrounding angles, each with 3 camera poses (up, down, horizon). As in PREVALENT [9], action decision is achieved by selecting next view image $v'_{t+1}$ from the candidate views (i.e. panorama observation $v_{ts}$), which can be expressed as a classification problem. The output on the special token [CLS] represents a fused representation of the two modalities. We apply an FC layer to the representation of [CLS] to predict the next view $v'_{t+1}$. We optimize this task via a cross-entropy loss:

$$
\mathcal{L}_{APW}(θ) = -\mathbb{E}_{(w, τ, v_{pano}) \sim D} \sum_p y_p \log P_θ(v'_{t+1}|w, τ_{t-1}, v_t),
$$

where $p$ represents labels of the 36 images in the panoramic view image, and $y_p \in \{0,1\}$ indicates whether the predicted next view image $v'_{t+1}$ is the desired next view image of label $p$ or not.

### 3.3. Pre-training Datasets

We construct our pre-training dataset based on existing datasets: PREVALENT [9] and BnB [8]. PREVALENT uses a pre-trained speaker model to produce more instructions to augment R2R dataset. It contains 104K original R2R samples and 6482K synthesized samples. BnB dataset collects image-caption pairs from Airbnb. We use raw images and captions from the BnB dataset and reprocessed them. Indeed, nearly half of the BnB images are captionless (i.e. images without captions). Thus, to better adapt BnB dataset to the designed pre-training tasks such as Trajectory Order Modeling, we remove these captionless images. To construct path-instruction pairs, we concatenate the images and concatenate the corresponding captions. Each path contains 5-7 images, which is consistent with the R2R dataset. For image features, we used a Resnet-152 network pre-trained on ImageNet to extract a mean-pooled feature vector, same as the encoding method of images in Matterport3D. Our processed BnB data contains 342K image sequence-caption pairs.

### 4. Experiments

In this section, we conduct comprehensive experiments on several downstream VLN tasks and provide detailed ablation studies to validate the effectiveness of our proposed method.

#### 4.1. Downstream tasks

We focus on four downstream VLN tasks that are all based on the Matterport3D simulator [3]: Room-to-Room (R2R) [3], Room-across-Room (RxR) [18], Navigation from Dialog History (NDH) [36] and REVERIE [32]. R2R serves as an in-domain task, and the other three serve as out-of-domain tasks. These tasks have different characteristics and evaluate the agent from different views.

- R2R and RxR are VLN tasks with low-level, fine-grained instructions that aim at verifying the agent’s ability to generalize to unseen environments.
- REVERIE is a VLN task with high-level instructions, focusing on grounding remote target object.
- NDH is a VLN task that uses indirect instructions such as dialog history, which can be used to study the agent’s generalization ability to new tasks.

#### 4.2. Implementation Details

**Pre-training** We use 4 Tesla V100 GPUs for pre-training. The batch size for each GPU is set to 128. AdamW [23] optimizer is adopted and the learning rate is set to $5 \times 10^{-5}$. The model is trained for 15 epochs. We conduct task sampling training for each mini-batch. For each mini-batch, we choose only one of the five proxy tasks to train the model.

**Fine-tuning** Different from PREVALENT [9] that only uses the pretrained language representations to finetune downstream tasks, we use an architecture similar to RecBERT [27] as our baseline for fine-tune, of which both the image and language representations could be used for downstream tasks. Following RecBERT, we employ a recurrent function to update state [CLS] and use its attention distribution on navigation candidates to determine the next action. For more details please refer to [12]. For R2R task, we set the batch size to 16 and the learning rate to $1 \times 10^{-5}$. Following previous works [12], we use both the original training data of R2R and the augmented data from PREVALENT [9] to train the agent. For both NDH and REVERIE tasks, we set the batch size to 8 and the learning
rate to $1 \times 10^{-5}$. All the above three downstream tasks are finetuned on a single 1080Ti GPU. For RxR task which has longer instructions, we finetune on a single V100 GPU, and we set the batch size to 16 and the learning rate to $7 \times 10^{-6}$.

### 4.3. Results

For each of the four downstream VLN tasks, we first introduce the evaluation metrics used for the task, and then we compare our method with SoTA methods. Specifically, we report results of our method on three settings: (I) baseline results without pre-training, which is denoted as HOP (0); (II) finetuned results with pre-training only using data of PREV ALENT, which is denoted as HOP (1); (III) finetuned results with pre-training using data of PREV ALENT and processed data from BnB, which is denoted as HOP (2).

#### 4.3.1 Room-to-Room (R2R)

**Evaluation Metrics** Four commonly used metrics are adopted: Trajectory Length (TL) that measures the average length of the navigation trajectory in meters; Navigation Error (NE) which is the mean of the shortest path distance in meters between the agent’s stop location and the target location; Success Rate (SR) that measures the ratio of successful tasks, of which the agent’s stop position is less than 3 meters away from the target position; Success rate weighted by Path Length (SPL) [2] that measures both the accuracy and efficiency of navigation. SPL is the key metric for R2R.

**Comparison with SoTA** Table 1 presents the results on R2R task. It shows that our model outperforms other methods on all data splits and metrics. Specifically, our method achieves better performance than other SoTA methods, such as RecBERT and AirBERT. Our method outperforms them with a large margin of 2% in terms of the main metric SPL on the test unseen split. Note that RecBERT is initialised from pre-trained model of PREV ALENT and shares the same architecture as ours. This indicates that our pre-training can effectively improve the navigation ability of the agent. If removing our pre-training, we observe significant performance drop on all metrics, as shown by the results of HOP (0). In particular, it drops 9% of SR and 9% of SPL on the test unseen split.

#### 4.3.2 Navigation from Dialog History (NDH)

**Evaluation Metric** NDH evaluates the performance using Goal Progress (GP) in meters, which measures the average progress of the agent towards the target location.

**Comparison with SoTA** The results are shown in Table 2. Our model outperforms the SoTA method ORIST.
### 4.3.3 REVERIE

**Evaluation Metrics** REVERIE uses the same metrics as R2R to evaluate its navigation sub-task. Additionally, Oracle Success Rate (OSR), Remote Grounding Success rate (RGS) and RGS weighted by Path Length (RGSPL) are adopted. OSR measures the ratio of tasks of which one of its trajectory viewpoints can observe the target object within 3 meters. RGS measures the ratio of tasks that successfully locate the target object. RGSPL is RGS weighted by Path Length, which is the main metric for this task.

**Comparison with SoTA** The results are presented in Table 3. It shows that our model outperforms previous methods on all the splits in terms of the main metric SPL for navigation sub-task and in terms of the main metric RGSPL for the entire REVERIE task. In addition, we also note that on the Test split, although our method performs slightly (↓ 0.1) worse than AirBERT according to SR for navigation, our SPL and RGSPL results are significantly better (↑ 1.1) than AirBERT. This indicates our method is more efficient on navigation and object grounding.

### 4.3.4 Room-Across-Room (RxR)

**Evaluation Metrics** In addition to the aforementioned SR and SPL metrics, RxR also adopts normalized Dynamic Time Warping (nDTW) [14] and success rate weighted by Dynamic Time Warping (sDTW) for evaluating performance. These two metrics are designed to measure the path fidelity compared to the ground truth path.

**Comparison with SoTA** As shown in Table 4, our model performs favourably against SoTA methods in terms of all metrics. In particular, our model achieves 3.1% improvement in SR over previous SoTA on the unseen split.

### 4.4. Ablation Study

**The Effect of Pre-training Tasks** To evaluate the effectiveness of different pre-training tasks, we conduct an ablation study on R2R, REVERIE and NDH validation unseen set. The results are presented in Table 5.

First, we evaluate the effect of the generic MLM task alone. Model 1 shows the results of the baseline model directly trained on downstream VLN tasks without any pre-training. Model 2 shows the results when only applying MLM for pre-training. MLM brings large improvements on all downstream VLN tasks, especially on the R2R task (↑ 6% SR).

Secondly, we evaluate the effect of our proposed pre-training tasks that are specifically designed for VLN, by combining these tasks with MLM during pre-training. Model 3~ Model 6 present the results of combining MLM with the task of TIM, TOM, GOM, and APH respectively. The result shows that all these four proxy tasks can further improve the navigation performance. Among these four tasks, APH contributes the most, then TOM, GOM, and TIM. This demonstrates that action prediction with history information indeed helps learn better representations.

Furthermore, we find that these proxy tasks are complementary. When we combine these tasks together, the com-
Table 5. Ablation study of the pre-training tasks and data. We use the task of R2R, REVERIE and NDH as benchmarks. Where BnB* represents our processed data from BnB dataset.

<table>
<thead>
<tr>
<th>Pre-training Data</th>
<th>Pre-training Tasks</th>
<th>R2R</th>
<th>REVERIE</th>
<th>NDH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>SPL</td>
<td>SR</td>
</tr>
<tr>
<td>None</td>
<td>1 None</td>
<td>54.19</td>
<td>49.35</td>
<td>24.17</td>
</tr>
<tr>
<td>PREVALENT</td>
<td>2 MLM</td>
<td>60.75</td>
<td>54.81</td>
<td>27.18</td>
</tr>
<tr>
<td></td>
<td>3 MLM + TIM</td>
<td>61.52</td>
<td>55.31</td>
<td>28.06</td>
</tr>
<tr>
<td></td>
<td>4 MLM + TOM</td>
<td>61.81</td>
<td>54.96</td>
<td>28.57</td>
</tr>
<tr>
<td></td>
<td>5 MLM + GOM</td>
<td>61.98</td>
<td>55.22</td>
<td>27.83</td>
</tr>
<tr>
<td></td>
<td>6 MLM + AP</td>
<td>62.01</td>
<td>56.13</td>
<td>29.37</td>
</tr>
<tr>
<td></td>
<td>7 MLM + APH</td>
<td>61.27</td>
<td>55.68</td>
<td>28.69</td>
</tr>
<tr>
<td></td>
<td>8 MLM + TIM + TOM + GOM</td>
<td>63.09</td>
<td>56.61</td>
<td>29.99</td>
</tr>
<tr>
<td></td>
<td>9 MLM + TIM + TOM + GOM + APH</td>
<td>63.86</td>
<td>57.07</td>
<td>30.39</td>
</tr>
<tr>
<td>PREVALENT + BnB*</td>
<td>10 MLM + TIM + TOM + GOM + APH</td>
<td>63.52</td>
<td>57.22</td>
<td>31.78</td>
</tr>
</tbody>
</table>

Figure 4. APH v.s. AP regarding action prediction accuracy.

The Effect of Pre-training Data As shown in Model 10 of Table 5, the model pre-trained with data from both PREVALENT and BnB* (our processed BnB data) achieves the best performance. We find that the model achieves a significant improvement on REVERIE task when pre-trained with additional BnB* data than only with PREVALENT data, while keep competitive on R2R and NDH task. This could be because BnB’s captions primarily describe rooms and objects, which matches REVERIE’s mission of grounding objects.

The Effect of History Information in APH We also pre-train our model using the Action Prediction task without history to verify the importance of referring history information for decision making. As shown in the validation curves of Action Prediction of Figure 4, our APH converges faster than AP during pre-training, and results in higher accuracy. In addition, as shown in Table 5 (Model 6 and Model 7), Action Prediction with History achieves better performance on all three downstream tasks and all metrics than without history. Therefore, the history information is beneficial to the vision-language pre-training for VLN tasks.

4.5. Limitations and Future work

Like most of existing pre-training methods, the training of our model also requires a large number of computational resources. In the future, we will explore more efficient model architectures. In addition, our current work focuses on indoor and navigation graph based environments. We can devote efforts on outdoor and/or continuous environments in the future.

5. Conclusion

In this paper, we present a history-and-order aware pre-training (HOP) paradigm to solve the issues existing in the previous Vision-and-Language Navigation pre-training methods. We first carefully examine and compare previous methods, and we find these methods either overlook the important historical context in pre-training or neglect the role of the action ordering. Thus, we design an Action Prediction with History (APH) task that provides history visual observations to the action prediction in the pre-training. We then propose two order-aware proxy tasks, including Trajectory Order Modeling (TOM) and Group Order Modeling (GOM). These two tasks equip the pre-trained model with the ability to understand the temporal order within instructions, in addition to the widely used visual-textual matching capability. Extensive experimental results on four mainstream downstream VLN tasks, including R2R, RxR, NDH and REVERIE, demonstrate the effectiveness of our proposed VLN pre-training paradigm, the HOP.
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