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Abstract
Natural videos provide rich visual contents for self-

supervised learning. Yet most existing approaches for
learning spatio-temporal representations rely on manually
trimmed videos, leading to limited diversity in visual pat-
terns and limited performance gain. In this work, we aim
to learn representations by leveraging more abundant in-
formation in untrimmed videos. To this end, we propose
to learn a hierarchy of consistencies in videos, i.e., visual
consistency and topical consistency, corresponding respec-
tively to clip pairs that tend to be visually similar when
separated by a short time span and share similar topics
when separated by a long time span. Specifically, a hi-
erarchical consistency learning framework HiCo is pre-
sented, where the visually consistent pairs are encouraged
to have the same representation through contrastive learn-
ing, while the topically consistent pairs are coupled through
a topical classifier that distinguishes whether they are topic-
related. Further, we impose a gradual sampling algorithm
for proposed hierarchical consistency learning, and demon-
strate its theoretical superiority. Empirically, we show that
not only HiCo can generate stronger representations on
untrimmed videos, it also improves the representation qual-
ity when applied to trimmed videos. This is in contrast to
standard contrastive learning that fails to learn appropri-
ate representations from untrimmed videos.

1. Introduction

Self-supervised learning is of crucial importance in com-
puter vision, and has shown remarkable potential in learning
powerful spatio-temporal representations using unlabelled

∗Corresponding authors.
Project page: https://hico-cvpr2022.github.io/.

Figure 1. (a) An example of untrimmed video with the interview,
competition and the stadium of Sumo Wrestling. It shows the hier-
archical consistency present in untrimmed videos. As can be seen,
clips with short temporal distance share similar visual elements,
while clips with long temporal distance, despite their dissimilar
visual contents, share a same topic. (b, c) Linear evaluation of con-
ventional contrastive learning (CL), i.e., SimCLR [7], and HiCo on
HMDB51 [27] and UCF101 [49], with pretraining respectively on
the original (trimmed) and untrimmed version of Kinetics-400 [5].

videos. Current state-of-the-art approaches on unsupervised
video representation learning are typically based on the con-
trastive learning framework [13, 44, 45], which encourages
the representations of the clips from the same video to be
close and those from different videos to be as far away from
each other as possible [7, 21]. In most approaches, they
are trained on manually trimmed videos such as Kinetics-
400 [5]. However, it is labor-intensive and time-consuming
to collect such a large-scale trimmed video dataset, and the
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trimming process may also bring in certain human bias into
the data. In contrast, natural videos carry more abundant
and diverse visual contents, and they are easier to obtain.
Hence, this work sets out to exploit the natural untrimmed
videos for video representation learning.

Directly learning generalized and powerful representa-
tions from untrimmed videos is not a trivial problem, as
empirical results both in Fig. 1(b, c) and in [13](Tab.4
and Tab.6) demonstrate that directly applying contrastive
learning on untrimmed videos yields worse representa-
tions than on trimmed videos. One possible reason is that
the temporally-persistent hypothesis [13] followed by the
standard video contrastive learning framework and verified
on trimmed videos is no longer sufficient for untrimmed
videos. Ideally, the temporally-persistent hypothesis learns
an invariant representation for all the clips in the video. This
may be plausible for trimmed videos, and even for clips
with short temporal distance in untrimmed ones, where a
certain level of visual similarity or visual consistency ex-
ists. Yet it could be overly strict for temporally distant clips
in untrimmed videos with less or no visual consistency ex-
ists, since they are only related by the same topic, i.e., they
are topically consistent. In fact, we spot a hierarchical rela-
tion between the two consistencies existing in untrimmed
videos. Specifically, visually consistent pairs are always
topically consistent, while topically consistent pairs are not
necessarily visually consistent. An example of the hierar-
chical consistency is visualized in Fig. 1(a).

In this paper, we present a novel framework for learning
strong representations from untrimmed videos. By exploit-
ing the hierarchical consistencies existing in untrimmed
videos, i.e., the visual consistency and the topical consis-
tency, our framework HiCo for Hierarchical Consistency
learning can leverage the more abundant semantic patterns
in natural videos. We design two hierarchical tasks, re-
spectively for learning the two consistencies. For visually
consistent learning, we apply standard contrastive learning
on clips with a small maximum temporal distance, and en-
courage temporally-invariant representations. For topical
consistency learning, we propose a topic prediction task,
instead of a strict invariant mapping, the representations
are only required to group different topics. Considering
the hierarchical nature of consistencies, we also include
the visually consistent pairs in topical consistency learning,
while exclude topically consistent pairs for visual consis-
tency learning. Due to the complexity of the hierarchical
tasks, we further introduce a gradual sampling that gradu-
ally increases the training difficulty for positive pairs to help
optimization and improve generalization, which we show its
superior both theoretically and empirically.

Extensive experiments on multiple downstream tasks
show that employing HiCo can learn a strong and gener-
alized video representation from untrimmed videos, with

a convincing gap of 12.8% and 12.5% on the downstream
action recognition task respectively on HMDB51 [27] and
UCF101 [49] compared with the standard contrastive learn-
ing. We also demonstrate the capability of HiCo to learn a
better representation from trimmed videos.

2. Related Works
Long video understanding. The existing attempts for long
video understanding is mainly based on supervised learn-
ing. Shot or event boundary detection approaches [2,17,47,
48,50,53] aim to detect shot transitions or event boundaries
in untrimmed videos. Among them, the former is caused
by manual editing, and the latter is semantically-coherent.
For temporal action localization, existing works [15,32,33,
46, 66] attempt to distinguish action instances from unre-
lated complex backgrounds by modeling temporal relation-
ships in untrimmed videos. Although the complex temporal
structures in videos bring challenges for these tasks, there
are many video classification methods [31, 36, 41, 52, 54,
62, 67, 70] aggregate long-range temporal context to aug-
ment the predictions and achieve remarkable performance.
Unfortunately, these excellent supervised methods can not
be transferred to self-supervised learning. In this work, we
try to leverage the inherent temporal structure in untrimmed
videos for self-supervised video representation learning.
Self-supervised image representation learning. To avoid
the labor-intensive annotation process, a wide range of self-
supervised approaches have been proposed to exploit unla-
beled data. Early methods mainly design different pretext
tasks, including color restoration [72], image context re-
construction [42] and solving jigsaw puzzles [11, 38], etc.
Recently, contrastive learning based on instance discrimi-
nation has shown great potential in this field [7,8,21,22,39,
56, 63]. The main idea of contrastive learning is to train a
transformation-invariant network.
Self-supervised video representation learning. Existing
self-supervised video representation learning approaches
can be divide into three groups: designing different pre-
text tasks, applying contrastive learning and combining
the both. Pretext task based methods exploit the inher-
ent structures naturally existing in videos to supervise the
networks, such as speed perception [3, 61, 69], order pre-
diction [14, 30, 37, 65, 74], temporal transformation dis-
crimination [26], motion estimation [24, 60], and future
prediction [9, 18, 35, 51, 59]. Contrastive learning related
works [10, 13, 40, 44, 45] are mainly extended from image
paradigm, and explore various spatio-temporal transforma-
tions for videos. It is worth noting that existing state-of-the-
art methods are almost all based on the contrastive learn-
ing framework. Further, there exist approaches to com-
bine contrastive learning and temporal pretext tasks into
a multi-task learning framework [1, 25, 29, 55], which en-
able the temporal exploration ability for contrastive learn-
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Figure 2. The overall framework of HiCo. HiCo contains three parts, including Visual Consistency Learning (VCL), Topical Consistency
Learning (TCL), and Gradual Sampling (GS). VCL is based on standard contrastive learning to map a shared visual embedding for visually
consistent pairs. TCL learns a topical predictor to discriminate the topical consistency between any two clips. The purpose of GS is to
enhance both VCL and TCL by controlling the difficulty of training clips in each video.

ing and can further improve the video representations. Al-
though previous methods have made significant progress for
self-supervised video representation learning, they mostly
rely on the curated videos that are manually trimmed be-
forehand and ignore the rich visual patterns embedded in
original untrimmed videos. In contrast, HiCo is a first at-
tempt that focuses on self-supervised learning in untrimmed
videos and enjoys both short-range and long-range temporal
contexts simultaneously, as far as we know.

3. Hierarchical Consistency Learning

The main difference between the untrimmed videos and
trimmed ones lies in the video length. For trimmed videos,
any two random clips are likely to be visually similar since
the temporal distance between two clips is always small.
However, for untrimmed videos, randomly sampled clip
pairs could have a long temporal distance, making them
only topically related, with low visual similarity. On the
other hand, clip pairs with short temporal distance could
still be viewed as two clips sampled from trimmed videos,
which share a high visual similarity. Hence, we divide the
relations between the clip pairs into a hierarchy: (i) for clip
pairs with short temporal distance with high visual similar-
ity, we define their relationship as visually consistent; (ii)
for clip pairs with long temporal distance that may be only
topic-related but visually dissimilar, we define their rela-
tionship as topically consistent. Corresponding to this, we
propose two hierarchical tasks to learn from the hierarchi-
cal consistencies, respectively visual consistency learning
(VCL in Sec. 3.1) and topical consistency learning (TCL in
Sec. 3.2). Considering the complexity of the hierarchical
tasks, we further propose a novel Gradual Sampling strat-
egy to improve both VCL and TCL, and also provide theo-

retical analysis for its effectiveness. Combined together, we
present our overall framework HiCo in Fig. 2.

3.1. Visual Consistency Learning

We learn visual consistency using the contrastive learn-
ing method SimCLR [7]. When applying contrastive learn-
ing for videos, it learns to map different clips from the same
video (i.e., positive pairs) closer and repel clips from differ-
ent videos (i.e., negative pairs). Specifically, in a minibatch
of N videos, it samples two clips vi and vj from each video
and thus generates 2N views with independent data aug-
mentations. After one latent vector z is extracted for each
view through a backbone and a projection layer, the loss for
the contrastive learning is formulated as:

LCL =
1

2N

N∑
n=1

[ℓ(2n− 1, 2n) + ℓ(2n, 2n− 1)] , (1)

where ℓ(i, j) denotes the loss between two paired samples.
Given the cosine similarity si,j between the representations
zi and zj , where {zi, zj} = g(f(vi, vj)) with f being the
video backbone and g being the contrastive projection head,
ℓ(i, j) can be calculated as:

ℓ(i, j) = −log
exp(si,j/τ)∑2N

n=1 1[n ̸=i]exp(si,n/τ)
, (2)

where τ represents the temperature and 1[n̸=i] equals 1 if
n ̸= i, otherwise 0.

Since random sampling may yield vi and vj with low
visual similarities in untrimmed videos, we further limit
the maximum temporal distance for the clip pairs to learn
the visual consistency. Formally, the temporal distance
δ(vi, vj) between vi and vj is calculated and limited as:

δ(vi, vj) = |ci − cj | < δmax , (3)
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where ci and cj is the time step of the central frame in
vi and vj , and δmax denotes the maximum distance be-
tween two sampled clips for visual consistency learning. To
guarantee the visual consistency between vi and vj , δmax
should be significantly smaller than the video duration l,
i.e., 0 ≤ δmax ≪ l.

3.2. Topical Consistency Learning

In general, the distant clips in untrimmed videos may
be visually dissimilar but share the same topics, which is
shown in the example in Fig. 1 (a). Although the scenes
of interviews and stadium share little visual similarity with
the competition, they all belong to the same topic of Sumo
Wrestling. Hence, to fully exploit the visual diversities in
untrimmed videos, we propose to learn from this topical
consistency, which is overlooked in previous approaches.

Formally, to learn topical consistency, we additionally
randomly sample another clip vk from the entire video,
which is not necessarily visually consistent to vi and vj ,
but topically consistent to them. However, due to the poten-
tial significant visual variations, it would be unreasonable
for the topically consistent pairs to learn an invariant map-
ping. Therefore, we relax this strict constraint by (a) only
introducing the vk as the negative sample for other videos
in VCL; and (b) designing a learnable predictor to distin-
guish whether the input pairs are topically consistent, i.e.,
whether they belong to the same video.

With vk in the negative sample pool, the loss between vi-
sually consistent pairs ℓ(i, j) are now calculated as follows:

ℓ(i, j) = −log
exp(si,j/τ)∑3N

n=1 1[n ̸=i,k]exp(si,n/τ)
. (4)

For topic prediction, we first obtain the topical rep-
resentations {ti, tj , tk} for the sampled clips {vi, vj , vk}
by the encoder f(·) and a topical project head h(·), i.e.,
{ti, tj , tk} = h(f({vi, vj , vk})). Given the N videos with
3N clips in each mini-batch, the topical representations for
all videos are combined to form a pair-wise feature set U:

U =


t1i ⊕ t1i , t1i ⊕ t1j , · · · t1i ⊕ tNj , t1i ⊕ tNk ,

...
...

. . .
...

...
tNk ⊕ t1i , t

N
k ⊕ t1j , · · · tNk ⊕ tNj , tNk ⊕ tNk ,

 , (5)

where the superscript 1...N denotes the video index, ⊕ de-
notes the concatenation and U ∈ R3N×3N×2CT with CT
being the dimension of the topical representation. Finally,
the topical consistencies M for these pair-wise clips are es-
timated by a topical predictor:

M = ϕ(U) ∈ R3N∗3N . (6)

where the topical predictor ϕ(·) is implemented by a Multi-
Layer Perceptron (MLP). The supervised label for the topi-
cal consistencies M is defined as G ∈ R3N∗3N , which in-
dicates whether the pair-wise features share the same topic

(i.e., whether they are from the same video). During train-
ing, we apply focal loss [34] F since the number of topi-
cally consistent pairs and inconsistent ones are heavily un-
balanced. The topic prediction loss is calculated as follows:

LTP =
1

γ1

∑
Gi,j=1

F(Mi,j) +
1

γ2

∑
Gi,j=0

F(1−Mi,j), (7)

where γ1 and γ2 are the number of positive samples and
negative samples. Compared to visual consistency learning,
where representations of the same video are encouraged to
be identical, topical consistency learning poses a less strict
constraint on the representations. Finally, the overall train-
ing objective of our HiCo is the sum of the contrastive loss
and the topic prediction loss, formulated as L = LCL+LTP.

3.3. Gradual Sampling

Curriculum learning [4] shows that models can learn
much better when the training examples are not randomly
provided but organized in a meaningful order, from easy
examples to the hard ones. It has achieved great success in
a wide range of tasks. Recalling that the untrimmed videos
usually contain complex temporal contexts, randomly sam-
pling clips unavoidablely generates dissimilar pairs in the
early training stage, which can be considered as hard exam-
ples . Therefore, we bring the spirit of curriculum learning
into our HiCo, and propose a simple yet effective strategy
to control the difficulty of positive pairs during the training
stage, termed as Gradual Sampling.

Specifically, the δmax is no longer a constant, but a func-
tion is driven by the current training epoch α:

δmax(α) =
α

αmax
∆, (8)

where α and αmax refer to the current training epoch and
the total training epoch, respectively. ∆ is the upper bound
of δmax(α), since α/αmax satisfies the condition: α/αmax ∈
[0, 1], and here both αmax and ∆ are constants. This gradual
sampling can be utilized to sample both visually consistent
clips and topically consistent clips.

The δmax(α) linearly grows from 0 to ∆, which means
we train the network from identical clips (with different data
augmentations) and gradually increase the difficulty of pos-
itive pairs. This can help improve the video representation
generalization, and we will theoretically and experimentally
show its superiority. In fact, the gradual sampling in self-
supervised learning can be also applied to both trimmed and
untrimmed videos.
Theoretical analysis. We provide a theoretical understand-
ing of the proposed gradual sampling strategy by leveraging

For Visual Consistency Learning, even we limit the maximum tempo-
ral distance between clips vi and vj , the training pairs are still considered
harder with a large temporal distance.
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the generalization analysis, which is common in the litera-
ture of learning theory [58]. For the sake of analysis sim-
plicity, we abstract the key points from the strategy, which
are more math-friendly. To this end, we divide the training
data into two groups, one with small variance (denoted by
D̂s) and another one with large variance (denoted by D̂l).
We let their population distributions as Ds and Dl, respec-
tively. Please note that this partition is for the proof use
only, and it is not required in practice. At the early training
epochs, the sampled clips are considered as examples with
small variance since the sampling window size is small ac-
cording to Eq.8. While during the later training epochs, the
sampled clips could be examples either with large or with
small variance due to the larger sampling window size. Let
L(w) be the loss function of the deep learning task that aims
to be optimized, where w is the model parameter. Given the
output ŵ of an algorithm, the excess risk (ER) is a standard
measure of generalization in learning theory [58], whose
formulation is L(ŵ)−L(w∗), where w∗ = argminw L(w).
The main goal is to obtain a solution ŵ as close as to the
global optimal w∗. The following informal theorem (please
refer to Appendix for its formal version) presents two ex-
cess risk bounds (ERB) to theoretically show why Grad-
ual Sampling (GS) based sampling has better generalization
than Random Sampling (RS) under some mild assumptions.
Due to the space limitation, we include all other details, for-
mal theorem, and proof in Appendix.

Theorem 1 (Informal). Under some mild assumptions, the
GS strategy can yield better generalization than the RS
strategy. Specifically, we have the following ERB in expec-
tation: (1) for output of RS ŵrs,

L(ŵrs)− L(w∗) ≤ O (L(w0)− L(w∗)) ;

and (2) for output of GS ŵgs,

L(ŵgs)− L(w∗) ≤ O
(
log(n)/n+ p2∆̂2

)
,

where w0 is the initial solution, here ∆̂ is a measurement of
difference between Ds and Dl, n is the sample size of D̂s

and p ∈ [0, 1] is the proportion of D̂l among all training
examples.

The result (1) shows that RS did not receive a significant
reduction in the objective due to the large variance arising
from Dl. On the other hand, the result (2) tells that GS could
reduce the objective significantly when n is large and p is
small, showing it has better generalization than RS. Please
note that by appropriately selecting D̂s and D̂l, n can be
large and p is small enough, while theoretically the constant
L(w0)− L(w∗) could be very large in general.

When the window size is small, the sampled clips are usually similar.

4. Experiments
Pre-training dataset. Kinetics-400 [5] (K400) con-
tains 240k trimmed videos, and each video lasts about
10 seconds. Since these short videos are trimmed
from long videos, we recollect their original versions as
our untrimmed video dataset, which we call untrimmed
Kinetics-400 (UK400). Because many original videos are
unavailable now, our UK400 dataset only contains 157k
untrimmed videos for pre-training. HACS [73] is a large-
scale dataset for temporal action localization, which con-
tains 37.6k long untrimmed videos for training.
Pre-training settings. We choose SimCLR [7, 44] as basic
contrastive learning framework, and adopt three frequently-
used networks as encoder f(·), including S3D-G [64],
R(2+1)D-10 [57] and R3D-18 [20]. More training details
about pre-training please refer to Appendix.
Evaluations. We evaluate the representations learned by
HiCo on three different downstream tasks, including ac-
tion recognition, video retrieval and temporal action lo-
calization. Among them, action recognition and video re-
trieval are performed on two datasets: UCF101 [49] and
HMDB51 [27]. For temporal action localization, we em-
ploy ActivityNet [12] as evaluation dataset. Please refer to
Appendix for more fine-tuning settings.
Note. In this section, unless otherwise specified, ‘FT/LFT’
refers to fully fine-tuning/linear fine-tuning. ‘VCL’, ‘TCL’
and ‘GS’ are Visual Consistency Learning, Topical Consis-
tency Learning and Gradual Sampling, respectively. Sym-
bols ‘✓’ and ‘✗’ respectively indicate ‘Yes’ and ‘No’.

4.1. Ablation Study

Importance of proposed VCL, TCL, and GS. Tab. 1
ablates different components of HiCo. From the results,
we can find that: first, VCL can improve standard con-
trastive learning on both datasets, which demonstrates visu-
ally consistent short-range clips can enhance the represen-
tation quality; second, TCL alone is relatively weaker than
VCL, but they are complementary to each other. Combin-
ing VCL and TCL can respectively gain 7.2% and 10.6%
on HMDB51 and UCF101 when pre-trained on UK400, as
shown in Tab. 1 (a); third, GS can significantly improve
VCL, TCL and their combination, especially it improves
5.6% (41.9% vs. 47.5%) on HMDB51 with UK400 pre-
training. Meanwhile, a similar trend is observed with HACS
pre-training. These results demonstrate the effectiveness of
each component of HiCo.
Parameter sensitivity analysis for the upper bound of
δmax(α), i.e., ∆. Tab. 2(a) presents results for varying ∆. It
shows that the best performance is obtained when ∆=1.0s.
Note that, when ∆ is set to 0s, the performances respec-
tively drop 6.1% and 5.1% on HMDB51 and UCF101, since
all training examples are identical pairs without temporal
variance, which declines the generalization. Conversely, a
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PT. VCL TCL GS
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

HACS

✗ ✗ ✗ 42.9/29.5 75.6/54.9
✓ ✗ ✗ 42.7/33.8 76.6/57.9
✗ ✓ ✗ 42.6/31.5 74.9/55.9
✓ ✓ ✗ 43.9/35.6 75.2/64.8

UK400

✗ ✗ ✗ 45.1/34.7 74.7/58.2
✓ ✗ ✗ 47.9/37.8 77.4/65.2
✗ ✓ ✗ 46.1/34.8 77.2/60.9
✓ ✓ ✗ 50.5/41.9 77.7/68.8

(a)

PT. VCL TCL GS
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

HACS

✗ ✗ ✓ 43.8/31.0 75.3/57.4
✓ ✗ ✓ 48.7/37.7 76.2/63.0
✗ ✓ ✓ 45.2/32.0 75.3/58.7
✓ ✓ ✓ 51.8/41.6 77.6/67.6

UK400

✗ ✗ ✓ 46.1/33.9 76.8/59.3
✓ ✗ ✓ 51.2/41.8 78.5/67.2
✗ ✓ ✓ 49.9/36.1 76.7/62.4
✓ ✓ ✓ 54.1/47.5 79.6/70.7

(b)

U
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

Uni. 52.4/45.7 79.3/69.0
Bi. 54.1/47.5 79.6/70.7

(c)

vk
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

✗ 48.8/40.5 77.0/68.0
✓ 50.5/41.9 77.7/68.8

(d)

Table 1. Ablation studies for HiCo with S3D-G. (a, b) Evaluating VCL and TCL both with and without GS. ‘PT.’ refers to ‘Pre-training
dataset’. (c) Bidirectional (Bi.) and unidirectional (Uni.) concatenation in U. (d) Whether vk is in the negative sample pool of VCL.

∆(s)
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

0.0 51.9/41.4 80.4/65.6
0.5 54.9/46.1 79.5/69.4
1.0 54.1/47.5 79.6/70.7
2.0 51.7/44.9 77.5/69.5
4.0 52.2/43.5 79.6/68.8

(a)

Dis.(s)
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

0 51.5/43.6 78.7/66.8
10 53.3/45.6 80.1/69.4
50 55.1/45.1 78.5/69.7

100 53.1/45.8 80.2/70.3
+∞ 54.1/47.5 79.6/70.7

(b)

Table 2. Parameter sensitivity analysis. All experiments are con-
ducted on UK400 with S3D-G. (a) The upper bound of δmax(α),
i.e., ∆. (b) The temporal distance of topical pairs.

A
cc
ur
ac
y(
%
)

A
cc
ur
ac
y(
%
)

(a) HMDB51 (b) UCF101

-TCL -TCL

Figure 3. Removing TCL from HiCo. We pre-train S3D-G on
K400 and UK400, and visualize the linear evaluations.

large ∆ may introduce dissimilar pairs with large visual
variance, which may increase optimization difficulty and
hence hurts the learned representations.
Impact of the distance between topical pairs. Increas-
ing the distance between topical pairs can introduce more
temporal diversities, and the results under different settings
are shown in Tab. 2(b). We observe that the performance
increases with a larger distance, e.g., increasing the dis-
tance from 0 to +∞ can lead to around 3.8% gains on both
datasets. The results show that HiCo can effectively lever-
age the rich visual patterns from long-range topical pairs.
General applicabilities. Tab. 3 explores the generalities of
HiCo with different backbones and datasets. We can ob-
serve that HiCo can significantly boost performance, con-
cerning both FT and LFT, from the baseline under all set-
tings. Note that the performance of baseline pre-trained on

Pretrain Backbone HiCo
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

HACS

S3D-G
✗ 42.9/29.5 75.6/54.9
✓ 51.8/41.6 77.6/67.6

R(2+1)D-10
✗ 47.7/35.7 81.3/61.7
✓ 53.1/43.7 81.9/71.3

R3D-18
✗ 43.5/32.8 72.8/57.8
✓ 49.5/43.3 76.1/65.2

UK400

S3D-G
✗ 45.1/34.7 74.7/58.2
✓ 54.1/47.5 79.6/70.7

R(2+1)D-10
✗ 47.4/32.0 80.7/57.4
✓ 50.9/39.9 82.1/67.7

R3D-18
✗ 44.4 /40.0 76.5/65.5
✓ 47.7/46.3 77.8/70.7

K400 S3D-G
✗ 46.2/35.5 76.0/60.0
✓ 53.0/44.9 79.0/68.2

Table 3. HiCo with different datasets and backbones.

V.C.Pairs T.C.Pairs
HMDB51
(FT/LFT)

UCF101
(FT/LFT)

(a) LCL None 47.9/37.8 77.4/65.2
(b) LTP None 45.5/19.7 76.9/27.3
(c) LCL LCL 46.9/36.0 76.1/62.6
(d) LTP LTP 49.3/24.7 77.5/38.9
(e) LCL+LTP LTP 50.5/41.9 77.7/68.8
(f) LCL+GS None 51.2/41.8 78.5/67.2
(g) LTP+GS None 47.6/21.3 77.0/29.1
(h) LCL+LTP+GS None 52.3/43.5 77.9/65.7
(i) LCL+LTP LTP+GS 50.1/41.9 78.9/69.7
(j) LCL+LTP+GS LTP+GS 54.1/47.5 79.6/70.7

Table 4. Ablation studies on loss functions. ‘V.C.Pairs’ and
‘T.C.Pairs’ are visually consistent pairs and topically consistent
pairs, respectively.

UK400 is lower than that on K400, while HiCo can gain
around 2.5% with UK400 pre-training. To further under-
stand the reason behind this, TCL is removed from HiCo in
Fig. 3. We can observe that the representations pre-trained
on K400 are still stronger than UK400, similar to stan-
dard contrastive learning. However, when integrating TCL,
the performance pre-trained on UK400 surpasses K400 by
2.6% on HMDB51, fully demonstrating that TCL can help
to utilize the diverse temporal contexts in untrimmed videos
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Method Backbone Depth Pretrain PT Res. FT Res. Freeze UCF101 HMDB51
CVRL [44] R3D 50 Kinetics-400 16× 2242 32× 2242 ✓ 89.8 58.3
CCL [28] R3D 18 Kinetics-400 8× 1122 8× 1122 ✓ 52.1 27.8

MLRep [43] R3D 18 Kinetics-400 16× 1122 16× 1122 ✓ 63.2 33.4
FAME [10] R(2+1)D 10 Kinetics-400 16× 1122 16× 1122 ✓ 72.2 42.2
CoCLR [19] S3D 23 Kinetics-400 32× 1282 32× 1282 ✓ 74.5 46.1
HiCo(Ours) R3D 18 HACS 8× 1122 16× 1122 ✓ 72.8 45.2
HiCo(Ours) S3D-G 23 Kinetics-400 16× 1122 16× 1122 ✓ 75.7 52.3
HiCo(Ours) R3D 18 UKinetics-400 8× 1122 16× 1122 ✓ 77.6 52.1
HiCo(Ours) R(2+1)D 10 Kinetics-400 16× 1122 16× 1122 ✓ 76.7 49.1
HiCo(Ours) R(2+1)D 10 UKinetics-400 16× 1122 16× 1122 ✓ 78.1 50.1
HiCo(Ours) S3D-G 23 UKinetics-400 16× 1122 16× 1122 ✓ 77.9 57.6
VCLR [29] R2D 50 Kinetics-400 3× 2242 N/A× 2242 ✗ 85.6 54.1

ρSimCLR [13] R3D 50 Kinetics-400 8× 2242 8× 2242 ✗ 88.9 -
CVRL [44] R3D 50 Kinetics-400 16× 2242 32× 2242 ✗ 92.2 66.7
ρBYOL [13] R3D 50 Kinetics-400 16× 2242 16× 2242 ✗ 95.5 73.6
VCLR [29] R3D 18 HACS N/A× 2242 N/A× 2242 ✗ 67.2 49.3
RSPNet [6] R3D 18 Kinetics-400 16× 1122 16× 1122 ✗ 81.1 44.6
MLRep [43] R3D 18 Kinetics-400 16× 1122 16× 1122 ✗ 79.1 47.6
ASCNet [23] R3D 18 Kinetics-400 16× 1122 16× 1122 ✗ 80.5 52.3

VideoMoCo [40] R(2+1)D 10 Kinetics-400 32× 1122 32× 1122 ✗ 78.7 49.2
SRTC [71] R(2+1)D 10 Kinetics-400 16× 1122 16× 1122 ✗ 82.0 51.2
FAME [10] R(2+1)D 10 Kinetics-400 16× 1122 16× 1122 ✗ 84.8 53.5

SpeedNet [3] S3D-G 23 Kinetics-400 64× 2242 64× 2242 ✗ 81.1 48.8
RSPNet [6] S3D-G 23 Kinetics-400 64× 2242 64× 2242 ✗ 89.9 59.6
HiCo(Ours) R3D 18 HACS 8× 1122 16× 1122 ✗ 77.0 56.2
HiCo(Ours) S3D-G 23 Kinetics-400 16× 1122 16× 1122 ✗ 83.2 56.3
HiCo(Ours) R3D 18 UKinetics-400 8× 1122 16× 1122 ✗ 87.2 63.7
HiCo(Ours) R(2+1)D 10 Kinetics-400 16× 1122 16× 1122 ✗ 85.3 57.9
HiCo(Ours) R(2+1)D 10 UKinetics-400 16× 1122 16× 1122 ✗ 86.5 55.6
HiCo(Ours) S3D-G 23 UKinetics-400 16× 1122 16× 1122 ✗ 83.6 60.4
HiCo(Ours) S3D-G 23 UKinetics-400 16× 1122 32× 2242 ✗ 91.0 66.5

Table 5. Comparison to other state-of-the-art methods on the action recognition task. Where ‘Freeze’ indicates freezing the parameters in
backbones. ‘UKinetics-400’ is untrimmed Kinetics-400 dataset. ‘PT Res.’ and ‘FT Res.’ are sptial-temporal resolutions in pre-training
and fine-tuning, respectively. ‘Grey fonts’ refers to the backbones different from HiCo.

to learn powerful representations.
Analysis of the loss function. Tab. 4 analyzes the hierar-
chical properties in HiCo from loss perspective. We have
several observations. (i) Using LTP alone is weaker than
LCL. However, when combining LTP and LCL, LTP can fur-
ther absorb the useful information from the topical pairs and
improve the accuracy, e.g., 36.0% vs. 41.9% on HMDB51,
refer to (c, e). This shows the superiority of our proposed
hierarchical learning architecture. (ii) From (b, d), we ob-
serve significant improvement by introducing topical pairs,
which again confirms the importance of temporal diversi-
ties. (iii) From (a, f) and (b, g), separated LCL and LTP can
be promoted by GS. Further comparing (e) and (j), even
with extra topical pairs, GS can also strength the combined
LCL and LTP. Especially on HMDB51, integrating GS can
improve accuracy by 5.6%. These experiments demonstrate
the complementarity between visual and topical pairs and
the effectiveness of GS from the loss perspective.
More explorations. (i) Tab. 1(c) reports two different con-
catenating ways for pair-wise topical features in the feature

set U. The unidirectional one shows weaker performance,
since the bidirectional setting can provide more expert prior;
that is, topical consistencies are unrelated to feature orders.
(ii) Tab. 1(d) explores the necessity of incorporating vk into
the negative pool for visually consistent pairs (i.e. vi and
vj). Although vk may be visually dissimilar with vi and vj ,
it can also provide extra supervision signals for VCL and
improve generalization.

4.2. Evaluation on action recognition task

Tab. 5 compares HiCo with other state-of-the-art meth-
ods. We list the relevant settings in details for fair compar-
isons, including network architectures and training resolu-
tions. From the table, we draw the following conclusions.
First, in terms of linear evaluation, HiCo notably outper-
forms existing methods under similar settings. HiCo sur-
passes CoCLR [19] by 3.4% and 11.5% on UCF101 and
HMDB51, respectively, even they use more frames and op-
tical flow in pre-training. Due to the use of a deeper net-
work and larger resolution in CVRL [44], HiCo achieves

13827



Method Backbone Depth Res. Pretrain
UCF101 HMDB51

R@1 R@5 R@10 R@20 R@1 R@5 R@10 R@20
VCLR [29] R2D 50 224 K400 70.6 80.1 86.3 90.7 35.2 58.4 68.8 79.8
RSPNet [6] R3D 18 112 K400 41.1 59.4 68.4 77.8 - - - -
MLRep [43] R3D 18 112 K400 41.5 60.0 71.2 80.1 20.7 40.8 55.2 68.3
FAME [10] R(2+1)D 10 112 K400 62.3 75.1 80.9 86.9 - - - -

SpeedNet [3] S3D-G 23 224 K400 13.0 28.1 37.5 49.5 - - - -
HiCo(Ours) R3D 18 112 UK400 71.8 83.8 88.5 92.8 35.8 59.7 71.1 81.2
HiCo(Ours) R(2+1)D 10 112 UK400 69.1 84.4 89.0 93.6 35.2 58.8 70.3 82.3
HiCo(Ours) S3D-G 23 112 UK400 62.5 76.4 82.9 89.4 35.5 60.3 72.2 82.1

Table 6. Nearest neighobor retrieval comparison on UCF101 and HMDB51. ‘Grey fonts’ refer different backbones with HiCo.

Method Encoder PT Data. AUC AR@100
VINCE [16] R2D-50 K400 64.6% 73.2%
SeCo [68] R2D-50 K400 65.2% 73.4%

VCLR [29] R2D-50 K400 65.5% 73.8%
CL S3D-G UK400 63.0% 72.4%

HiCo S3D-G UK400 67.1% 75.4%
Table 7. Action localization on ActivityNet [12]. ‘PT Data.’ refers
to pre-training dataset.

a slightly lower performance, but the gap is significantly
closed when fully fine-tuning is employed. Second, when
pre-training without freezing backbones, HiCo achieves
better performances than previous approaches under sim-
ilar settings. For example, using same input resolutions
(16 × 1122) and backbone (R(2+1)D), HiCo is 1.7% and
2.1% higher than FAME [10] on UCF101 and HMDB51,
respectively. Note that ρBYOL [13] obtains excellent per-
formance. The reason may be that it applies a different self-
supervised learning method (BYOL), deeper network, and
large resolution. When adopting the same SimCLR, HiCo
can achieve comparable performance with ρSimCLR [13],
using lower resolutions and a tinyer backbone. Third, com-
pared to VCLR [29] trained on HACS using R3D-18, a no-
table improvement is observed with similar conditions on
both datasets, with a gap of 9.8% and 6.9% on respective
datasets. This demonstrates that HiCo is a more suitable
framework for learning from untrimmed videos.

4.3. Evaluation on video retrieval task

We compute normalized cosine similarity with features
extracted by UK400 pre-trained networks for video re-
trieval. Tab. 6 compares HiCo with other approaches with
different top-k accuracies. HiCo exceeds the state-of-the-art
method (i.e., VCLR [29]) by 1.2% on UCF101 under R@1
with a lightweight R3D-18 network, which implies that fea-
tures learned by HiCo is more generalized.

4.4. Evaluation on action localization task

We use the mainstream TAL method, i.e., BMN [32],
to evaluate the UK400 pre-trained features on Activi-
tyNet [12]. As shown in Tab. 7, HiCo with a lightweight
encoder significantly outperforms VCLR [29] by 1.6% in

terms of AUC. Compared with standard contrastive learn-
ing, HiCo boosts the AUC by 4.1%. The main reason is that
HiCo can preserve more high-level information for clips
through topically consistent learning, which assists BMN
in discriminating the actions and background. The results
successfully demonstrate the transferability of HiCo pre-
trained representations to different downstream tasks.

5. Discussions

Limitations. HiCo provides a simple framework for learn-
ing representations in untrimmed videos. Despite its effec-
tiveness on existing public datasets, HiCo may fail when it
encounters videos with various topics and more complex re-
lations between different clips, such as movies or TV series.
Therefore, for learning from unlabelled untrimmed videos,
one should avoid using videos sampled from those sources.
Conclusion. In this paper, we propose HiCo, a novel self-
supervised learning framework for learning powerful video
representations from untrimmed videos. It exploits the hi-
erarchical consistency existing in the long videos, i.e., the
visual consistency and the topical consistency. For visual
consistency learning, HiCo employs the contrastive learn-
ing with constrained clip distances. For topical consistency
learning, a topic prediction task is presented. Further, a
gradual sampling strategy is proposed based on curriculum
learning for both tasks, whose superiority is demonstrated
theoretically and empirically. In general, we believe that
untrimmed videos are not only easier to collect, but also
provide more potential for learning more robust video rep-
resentations. We hope the simple and effective framework
of HiCo can encourage and inspire the researchers to be fur-
ther devoted to this area.
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