**Abstract**

We present a method for learning a generative 3D model based on neural radiance fields, trained solely from data with only single views of each object. While generating realistic images is no longer a difficult task, producing the corresponding 3D structure such that they can be rendered from different views is non-trivial. We show that, unlike existing methods, one does not need multi-view data to achieve this goal. Specifically, we show that by reconstructing many images aligned to an approximate canonical pose with a single network conditioned on a shared latent space, you can learn a space of radiance fields that models shape and appearance for a class of objects. We demonstrate this by training models to reconstruct object categories using datasets that contain only one view of each subject without depth or geometry information. Our experiments show that we achieve state-of-the-art results in novel view synthesis and high-quality results for monocular depth prediction. 

https://lolnerf.github.io

1. Introduction

A long-standing challenge in computer vision is the extraction of 3D geometric information from images of the real world [37]. Understanding 3D geometry is critical to understanding the physical and semantic structure of objects and scenes, but achieving it remains a very challenging problem. Work in this area has mainly focused either on deriving geometric understanding from more than one view [1, 25, 62], or by using known geometry to supervise the learning of geometry from single views [10, 14, 18, 43]. Here, we take a more ambitious approach and aim to derive equivalent 3D understanding in a generative model from only single views of objects, and without relying on explicit geometric information like depth or point clouds. Deriving such 3D understanding is, however, non-trivial. While Neural Radiance Field (NeRF)-based methods [13, 44] have shown great promise in geometry-based rendering, they focus on learning a single scene from multiple views.

Existing NeRF works [16, 44, 52] all require supervision from more than one viewpoint, as without it, NeRF methods are prone to collapse to a flat representation of the scene, because they have no incentive to create a volumetric representation; see Figure 2 (left). This serves as a major bottleneck, as multiple-view data is hard to acquire. Thus, architectures have been devised to workaround this that combine NeRF and Generative Adversarial Networks (GANs) [9, 47, 57], where the multi-view consistency is enforced through a discriminator to avoid the need for multi-view training data.

In this work we show that – surprisingly – having only...
single views of a class of objects is enough to train NeRF models without adversarial supervision, as long as a shared generative model is trained, and approximate camera poses are provided. In a nutshell, the multi-view constraint of existing works no longer necessarily needs to be enforced, and cameras do not have to be accurate to achieve compelling results; see Figure 2 (right). Specifically, we roughly align all images in the dataset to a canonical pose using predicted 2D landmarks, which is then used to determine from which view the radiance field should be rendered to reproduce the original image. For the generative model we employ an auto-decoder framework [51]. To improve generalization, we further train two models, one for the foreground – the common object class of the dataset – and one for the background, since the background is often inconsistent throughout the data, hence unlikely to be subject to the 3D-consistency bias. We also encourage our model to model shapes as solid surfaces (i.e. sharp outside-to-inside transitions), which further improves the quality of predicted shapes; see the improvements from Figure 2 (middle) to Figure 2 (right).

A noteworthy aspect of our method is that we do not require rendering of entire images, or even patches, while training. In the auto-decoder framework, we train our models to reconstruct images from datasets, and at the same time find the optimal latent representations for each image – an objective that can be enforced on individual pixels. Hence, our method can be trained with arbitrary image sizes without any increase in memory requirement during training. In contrast, existing methods that utilize GANs [9,47,57] supervise on inter-pixel relationships through their discriminators, greatly limiting or outright preventing them from being able to scale with respect to training image resolution. In summary, we:

- propose a method for learning 3D reconstruction of object categories from single-view images which decouples training complexity from image resolution;
- show that single views are enough to learn high-quality prediction of geometry (e.g. depth) without any geometric supervision (Figure 3);
- show that our method exceeds adversarial methods in representing appearance of objects from the learned category by reconstructing held-out images and novel views.

2. Related Work

There are three main research topics related to ours: ① classic 3DMMs, ② neural implicit shape representations, and ③ shape estimation from single view. We also review NeRF and auto-decoders, on which we base our research.

3D Morphable Models (3DMM). Classical approaches to building shape spaces have focused on parameterized 3D mesh representations, with much work devoted to human faces [5,19,54], as surveyed by Egger et al. [15]. These models are typically built from geometric information sources like 3D scans or depth sensors, which are highly accurate, but require significant investment (e.g. the proprietary Disney Medusa capture rig [20,55] or the commercially available solutions provided by 3DMD [66]). The use of mesh representations also limits these models for applications like novel view synthesis where phenomena like hair are not well reproduced. By contrast, our approach is relatively unconstrained, as it derives flexible volumetric representations directly from images taken in uncontrolled environments.

Neural Implicit Representations. Representing scenes as 3D implicit fields has proven successful for a number of tasks. These models can take a number of forms, including representations of distance [51], occupancy [11,43], learned scene features [62], and light fields [61]. One representation in particular has been highly successful in simultaneously modeling shape and appearance: radiance fields. Neural Radiance Field models, known as NeRFs [44], use fields for density and radiance, and are particularly effective in learning 3D scene structure from images alone. A substantial number of extensions to NeRF have been proposed [13], some notable examples being: per-view appearance codes [39], multi-resolution training [3], camera co-optimization [35,47,69], hard surface priors [49], deformable scenes [52], variable topology [53] and foreground-background decompositions [74]. The single-scene formulation of NeRF has also been extended to general object classes with [25,71], and hybridized with GAN methods as in GNeRF [42], GIRAFFE [48], and StyleNeRF [22].

Shape from Single View. A long-standing objective in computer vision has been to understand the 3D structure
of scenes and objects from a single image. Many works have approached this problem by encoding a relationship between appearance and structure using prior knowledge of that structure as supervision [14, 18, 23, 43]. Until recently however, the problem of deriving such a model from only single-view observations has remained very difficult. Wu et al. [70] demonstrate how shape can be inferred for categories of objects which are approximately symmetric.

The most relevant to our work however, has been the development of GAN-based methods which learn a space of shapes that when rendered produce a distribution of images is indistinguishable from a training distribution [9, 47, 50, 57]. This approach is effective in producing models with plausible structure, as they enforce an implicit multi-view constraint by requiring that renders from any viewpoint appear realistic. Unfortunately, this requires the use of discriminator networks which are very inefficient when combined with 3D representations that use volumetric representations. To avoid this limitation, we reconstruct images directly with a more efficient and scalable stochastic sampling process.

**Neural Radiance Fields (NeRF).** Neural Radiance Fields [44] use classical volume rendering [28] to compute radiance values for each pixel \( p \) from samples taken at points \( x \) along the associated ray. These samples are computed using a learned radiance field which maps \( x \) as well as the ray direction \( d \), to radiance values \( c \) and density values \( \sigma \). The volume rendering equation takes the form a weighted sum of the radiance values at each sample point \( x_i \):

\[
C_{\text{NeRF}}(p) = \sum_{i=1}^{N} w_i \cdot c(x_i, d) \tag{1}
\]

with the weights \( w_i \) being derived from an accumulation of the transmittance along the view ray \( x_i \):

\[
w_i = (1 - \exp(-\sigma(x_i) \delta_i)) \cdot \exp \left(-\sum_{j=1}^{i-1} \sigma(x_j) \delta_j \right) \tag{2}
\]

where \( \delta_i \) is the sample spacing at the \( i \)-th point. Note here that we denote the product of the accumulated transmittance and sample opacity as \( w \), as this value determines the contribution of a single sample to the final pixel value. These weights can also be used to compute other values such as surface depth (by replacing the per sample radiance values with sample depth \( d(x_i) \), or the overall pixel opacity:

\[
D(p) = \sum_{i=1}^{N} w_i \cdot d(x_i), \quad \alpha(p) = \sum_{i=1}^{N} w_i \cdot 1 \tag{3}
\]

**Auto-decoders.** Auto-decoders [51, 60, 64], also known as Generative Latent Optimization (GLO) [2, 6, 39, 51, 59], are a family of generative models that learn without the use of either an encoder or discriminator. The method works similarly to an auto-encoder, in that a decoder network maps a latent code to a final output. However the method differs in how these latent codes are found: auto-decoders learn the codes directly by allocating a table of codes with a row for each distinct element in the training dataset. These codes are co-optimized with the rest of the model parameters as learnable variables.

### 3. Method

We visualize our architecture in Figure 5. We train our network parameters and latent codes \( Z \) by minimizing the weighted sum of three losses:

\[
L_{\text{total}} = L_{\text{rgb}} + \lambda_{\text{mask}} L_{\text{mask}} + \lambda_{\text{hard}} L_{\text{hard}} \tag{4}
\]

where the first term is the standard L2 photometric reconstruction loss over pixels \( p \) from the training images \( I_k \):

\[
L_{\text{rgb}} = \mathbb{E}_{k \in \{1,..,K\}, p \in I_k} \left[ \| C(p|z_k) - C_{\text{GT}}(p) \|_2 \right] \tag{5}
\]

We extend the “single-scene” (i.e. overfitting/memorization) formulation of NeRF to support learning a latent space of shapes by incorporating an auto-decoder architecture. In this modified architecture, the main NeRF backbone network is conditioned on a per-object latent code \( z \in \mathbb{R}^D \), as well as the \( L \)-dimensional positional encoding \( \gamma^L(x) \) as in [44]. Mathematically, the density and radiance functions are then of the form \( \sigma(x|z) \) and \( c(x|z) \); note we consider a formulation where radiance is not a function of view direction \( d \). These latent codes are rows from the latent table \( Z \in \mathbb{R}^{K \times D} \), which we initialize to \( \theta^{K \times D} \), where \( K \) is the number of images. This architecture makes it possible to accurately reconstruct training examples without requiring significant extra computation and memory for an encoder model, and avoids requiring a convolutional network to extract 3D information from the training images [67, 72]. Training this model follows the same procedure as single-scene NeRF, but draws random rays from all \( K \) images in Figure 4. **Novel view synthesis** – For each method we show an example appropriate to the training method: for \( \pi \)-GAN [9] a latent code sampled from the training distribution, and for ours a learned latent code which reconstructs a training image. Our method recovers more sharp detail due to training on higher resolution images. For a comparison of novel views of the same image reconstructed by both methods, see Figure 8.
the dataset, and associates each ray with the latent code that corresponds to the object in the image it was sampled from.

3.1. Foreground-Background Decomposition

Similar to [17, 47, 74], we use a separate model to handle the generation of background details. We use a lower-capacity model $C_{\text{bg}}(d|z)$ for the background that predicts radiance on a per-ray basis. We then render by combining the background and foreground colors using a transparency value derived from the NeRF density function:

$$C(p|z) = \alpha(p|z) \cdot C_{\text{NeRF}}(p|z) + (1 - \alpha(p|z)) \cdot C_{\text{bg}}(d_p|z)$$

(6)

In practice supervising the foreground/background separation is not always necessary; see the SRN Cars [62] results in Figure 10 which learn a foreground decomposition naturally from solid background color and 360° camera distribution. When a pre-trained module is available for predicting the foreground segmentation of the training images, we also apply an additional loss to encourage the transparency of the NeRF volume to be consistent with this prediction:

$$\mathcal{L}_{\text{mask}} = \mathbb{E}_{k \in \{1..K\}, p \in I_k} \left[ \left( \alpha(p|z_k) - S_I(p) \right)^2 \right]$$

(7)

where $S_I(\cdot)$ is the pre-trained image segmenter applied to image $I_k$ and sampled at pixel $p$. When training on face datasets, we employ the MediaPipe Selfie Segmentation [41] for the pre-trained module in (7) and $\lambda_{\text{mask}} = 1.0$.

3.2. Hard Surfaces

NeRF does not explicitly enforce that the learned volumetric function strictly model a hard surface. With enough input images, and sufficiently textured surfaces, multi-view consistency will favor the creation of hard transitions from empty to solid space. Unfortunately, this property does not hold in the single view case. Because the field function that corresponds to each latent code is only supervised from one viewpoint, this often results in blurring of the surface along the view direction; see Figure 2. To counter this, we impose a prior on the probability of the weights $w$ to be distributed as a mixture of Laplacian distributions, one with mode around weight zero, and one with mode around weight one:

$$P(w) \propto e^{-|w|} + e^{-|1-w|}$$

(8)

Note the distribution is peaky, and will encourage a sparse solution where any values of $w$ in the open interval $(0, 1)$ to be discouraged. We convert this prior into a loss via:

$$\mathcal{L}_{\text{hard}} = -\log(P(w))$$

(9)

The magnitude of $\sigma(x)$ which satisfies this constraint depends on the sampling density. Equation (9) encourages the density to produce a step function that saturates sampling weight over at least one sampling interval, which, by construction, is appropriate for the scale of scene being modelled. We employ $\lambda_{\text{hard}} = 0.1$ in our experiments.

3.3. Camera Parameters

Volume rendering requires camera parameters that associate each pixel with a ray used to compute sample locations. In classic NeRF, cameras are estimated by structure-from-motion on the input image dataset. For our single-view use case, this is not possible due to depth ambiguity. To make our method compatible with single-view images, we employ the MediaPipe Face Mesh [40] pre-trained network
module to extracts 2D landmarks that appear in consistent locations for the object class being considered. Figure 6 shows example network output of the five landmarks used for human faces.

These landmark locations are then aligned with projections of canonical 3D landmark positions with a “shape matching” least-squares optimization to acquire a rough estimate of camera parameters; see the supplementary material for more detail on this process.

3.4. Conditional Generation

Given a pre-trained model, we can find a latent code \( z \) which reconstructs an image which was not present in the training set. As the latent table is learned in parallel with the NeRF model parameters, we can treat this process as a fine-tuning optimization for an additional row in the latent table. This row is initialized to the mean \( \mu_Z \) over the existing rows of the latent table, and is optimized using the same losses and optimizer as the main model. Results for this fitting method are shown in Section 4.

3.5. Unconditional Generation

To sample novel objects from the space learned by our model, we sample latent codes from the empirical distribution \( \mathcal{Z} \) defined by the rows of the latent table \( Z \). We model \( \mathcal{Z} \) as a multivariate Gaussian with mean \( \mu_Z \) and covariance \( \chi_Z \) found by performing principal component analysis on the rows of \( Z \). Similar to other generative models which use a Gaussian prior on their latent variables, we observe a trade-off between diversity and quality of samples when sampling further away from the mean of the distribution. Thus, we employ the “truncation trick” commonly used in the GAN literature [8, 30, 32, 38] to control this trade-off.

4. Results

We visualize images rendered from our models trained on the CelebA-HQ [29], FFHQ [30], AFHQ [12], and SRN Cars [62] datasets in Figure 10. We include additional qualitative results from these datasets in the supplementary material. To provide quantitative evaluation of our method and comparison to state of the art we perform a number of experiments, described in the following subsections.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>Res.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi )-GAN [9] (CelebA)</td>
<td>23.5</td>
<td>0.858</td>
<td>0.226</td>
<td></td>
</tr>
<tr>
<td>Ours (FFHQ)</td>
<td>29.0</td>
<td>0.913</td>
<td>0.199</td>
<td>128^2</td>
</tr>
<tr>
<td>Ours (CelebA-HQ)</td>
<td>29.1</td>
<td>0.914</td>
<td>0.197</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Reconstructions of training images – Metrics on a subset of 200 images from the \( \pi \)-GAN [9] training set. Our model achieves significantly higher reconstruction quality, regardless of whether it is trained on (FFHQ) or (CelebA-HQ).

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>LPIPS↓</th>
<th>Res.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi )-GAN [9] (CelebA)</td>
<td>21.8</td>
<td>0.796</td>
<td>0.412</td>
<td>256^2</td>
</tr>
<tr>
<td>Ours (CelebA-HQ)</td>
<td>26.2</td>
<td>0.856</td>
<td>0.363</td>
<td></td>
</tr>
<tr>
<td>( \pi )-GAN [9] (CelebA)</td>
<td>20.9</td>
<td>0.795</td>
<td>0.522</td>
<td></td>
</tr>
<tr>
<td>Ours (CelebA-HQ)</td>
<td>25.1</td>
<td>0.831</td>
<td>0.501</td>
<td>512^2</td>
</tr>
<tr>
<td>Ours (FFHQ)</td>
<td>25.3</td>
<td>0.836</td>
<td>0.491</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Reconstructions of test images – Reconstruction quality (rows 1 and 2) of models trained on (CelebA) and (CelebA-HQ) on images from a 200-image subset of FFHQ, and (rows 3-5) of models trained at 256^2 (Ours) and 128^2 (\( \pi \)-GAN [9]) on high resolution 512^2 versions of the test images.

4.1. Image Reconstruction – Table 1 and Table 2

As LOLNeRF is trained with an image reconstruction metric, we first perform experiments to evaluate how well images from the training dataset are reconstructed. In Table 1, we show the average image reconstruction quality of both our method and \( \pi \)-GAN [9] for a 200-image subset of the \( \pi \)-GAN [9] training set (CelebA [36]), as measured by peak signal to noise ratio (PSNR), structural similarity index measure (SSIM), and learned perceptual image patch similarity (LPIPS). To compare against \( \pi \)-GAN [9], which does not learn latent codes corresponding to training images, we use the procedure included with the original \( \pi \)-GAN [9] implementation for fitting images through test-time latent optimization. Because this assumes perfectly forward facing pose, to make the comparison fair, we augment it with our camera fitting method to improve its results on profile-view images. We also perform a more direct comparison of image fitting by testing on a set of held out images not seen by the network during training. To do this, we sample a set of 200 images from the FFHQ dataset and use the latent optimization procedure described in Section 3.4 to produce reconstructions using a model trained on CelebA images. We show the reconstruction metrics for these images using LOLNeRF and \( \pi \)-GAN [9] in Table 2 and examples of the reconstructed images in Figure 7.

4.2. Novel View Synthesis – Table 3

To evaluate the accuracy of the learned 3D structure, we perform image reconstruction experiments for synthesized
Conditional generation – we show examples of both our method (trained on CelebA-HQ@256$^2$) and π-GAN (trained on CelebA@128$^2$) fitting to images not seen during training. Our method produces much sharper reconstructions, especially for non-frontal views and appearances that are not well represented in the training set.

Novel view comparison – Comparison of novel views on held-out image fitting with our method and π-GAN [9]. Our method captures more fine detail and produces sharper results at large angles.

Table 3. Novel view synthesis – We sample pairs of images from one frame for each subject in the HUMBI dataset [73] and use them as query/target pairs. The query image is used to optimize a latent representation of the subject’s face, which is then rendered from the target view. To evaluate how well the models have learned the 3D structure of faces, we then evaluate image reconstruction metrics for the face pixels of the predicted and target images after applying a mask computed from face landmarks.

4.3. Depth Prediction

We also evaluate our shape model by predicting depth values for images where ground truth depth is available. We
Table 4. Depth prediction – Correlation between predicted and true keypoint depth values on 3DFAW. We compare to results from supervised and unsupervised methods as reported in [70] and [45].

<table>
<thead>
<tr>
<th>Method</th>
<th>Depth Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>66</td>
</tr>
<tr>
<td>AIGN (supervised) [68]</td>
<td>50.81</td>
</tr>
<tr>
<td>DepthNetGAN (supervised) [45]</td>
<td><strong>58.68</strong></td>
</tr>
<tr>
<td>MOFA [65]</td>
<td>15.97</td>
</tr>
<tr>
<td>DepthNet [45]</td>
<td>35.77</td>
</tr>
<tr>
<td>UnSup3D [70]</td>
<td>54.65</td>
</tr>
<tr>
<td>Ours (CelebA-HQ)</td>
<td>50.18</td>
</tr>
</tbody>
</table>

We use the 3DFAW dataset [21, 26, 27, 34, 75] which provides ground truth 3D keypoint locations. For this task we fit latent codes from our model on the 3DFAW images and sample the predicted depth values for each image-space landmark location. We use the same procedure as [70] to compute the correlation of the predicted and ground truth depth values, which is recorded in Table 4. While our score is not as high as the best performing unsupervised method ([70]), it outperforms several supervised and unsupervised methods specifically designed for depth prediction.

### 4.4. High Resolution Image Synthesis

To demonstrate the benefits of being able to train directly on high-resolution images, we quantitatively and qualitatively compare high-resolution renders from LOLNeRF trained on 256×256 FFHQ and CelebA-HQ images to those of π-GAN [9] trained on 128×128 CelebA images (the largest feasible size used due to compute constraints). These results are shown in Table 2 and the supplementary material. We find that for this task our models do much better at reproducing high-resolution detail, even though both methods are capable of producing “infinite resolution” images in theory.

### 5. Discussion

#### 5.1. Limitations and Future Work

While our method produces very high-quality results from training on in-the-wild data, it is still reliant on other methods for extracting semantic information (i.e. landmarks) about the objects being observed. As shown in Figure 9, this dependence can lead to failure cases for objects where the estimated pose or segmentation is incorrect. Finding a method to achieve alignment without any prior knowledge remains an open research question.

Also, while our auto-decoder framework has many advantages over GANs, it does not provide the same ability to maximize “plausibility” of the rendered images, which can result in some loss of detail. A possible direction for future work would be to augment our method with adversarial training to further improve the perceptual quality of images rendered from novel latent codes.

#### 5.2. Ethical Considerations

Our research on image generation focuses on socially beneficial use cases and applications. When developed correctly, generative models can do that in a number of ways including simulating a diverse population of users (fairness) and amplify the effectiveness of personal data thus reducing the need for large scale data collection (privacy). However, we acknowledge the potential for misuse and importance of acting responsibly. To that end, we will only release the code for reproducibility purposes, but will not release any trained generative model.

#### 5.3. Conclusions

We have presented LOLNeRF, a method for learning spaces of 3D shape and appearance from datasets of single-view images. Our experiments have shown that this method is able to learn effectively from unstructured, “in-the-wild” data, without incurring the high cost of a full-image discriminator, and while avoiding problems such as mode-dropping that are inherent to adversarial methods.
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Figure 10. **Qualitative renders** – Outputs from our method on all datasets. Rows 1-2: CelebA-HQ [29]. Rows 3-5: FFHQ [30]. Rows 6-7: AFHQ Cats [12]. Rows 8-9: SRN Cars [62].
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