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Abstract

Recent works on 3D semantic segmentation propose to exploit the synergy between images and point clouds by processing each modality with a dedicated network and projecting learned 2D features onto 3D points. Merging large-scale point clouds and images raises several challenges, such as constructing a mapping between points and pixels, and aggregating features between multiple views. Current methods require mesh reconstruction or specialized sensors to recover occlusions, and use heuristics to select and aggregate available images. In contrast, we propose an end-to-end trainable multi-view aggregation model leveraging the viewing conditions of 3D points to merge features from images taken at arbitrary positions. Our method can combine standard 2D and 3D networks and outperforms both 3D models operating on colorized point clouds and hybrid 2D/3D networks without requiring colorization, meshing, or true depth maps. We set a new state-of-the-art for large-scale indoor/outdoor semantic segmentation on S3DIS (74.7 mIoU 6-Fold) and on KITTI-360 (58.3 mIoU). Our full pipeline is accessible at \url{https://github.com/drprojects/DeepViewAgg}, and only requires raw 3D scans and a set of images and poses.

1. Introduction

The fast-paced development of dedicated neural architectures for 3D data has led to significant improvements in the automated analysis of large 3D scenes \cite{24}. All top-performing methods operate on colorized point clouds, which requires either specialized sensors \cite{62}, or running a colorization step which is often closed-source \cite{1–3} and sensor-dependent \cite{33}. However, while colorized point clouds carry some radiometric information, images combined with dedicated 2D architectures are better suited for learning textural and contextual cues. A promising line of work sets out to leverage the complementarity between 3D point clouds and images by projecting onto 3D points the 2D features learned from real \cite{19, 29, 32} or virtual images \cite{15, 36}.

Combining point clouds and images with arbitrary poses \textit{(i.e. in the wild)} as represented in Figure 1, involves recovering occlusions and computing a point-pixel mapping, which is typically done using accurate depth maps from specialized sensors \cite{12, 56} or a potentially costly meshing step \cite{8}. Furthermore, when a point is seen in different images simultaneously, the 2D features must be merged in a meaningful way.
In the mesh texturation literature, multi-view aggregation is typically addressed by selecting images for each triangle based on their viewing conditions, e.g., distance, viewing angle, or occlusion [4, 39, 59]. Hybrid 2D/3D methods for large-scale point cloud analysis usually rely on heuristics to select a fixed number of images per point and pool their features uniformly without considering viewing conditions. Multi-view aggregation has also been extensively studied for shape recognition [21, 54, 61], albeit in a controlled and synthetic setting not entirely applicable to the analysis of large scenes.

In this paper, we propose to learn to merge features from multiple images with a dedicated attention-based scheme. For each 3D point, the information from relevant images is aggregated based on the point’s viewing condition. Thanks to our GPU-based implementation, we can efficiently compute a point-pixel mapping without mesh or true depth maps, and without sacrificing precision. Our model can handle large-scale scenes with an arbitrary number of images per point taken at any position (with camera pose information), which corresponds to a standard industrial operational setting [26, 48, 58]. Using only standard 2D and 3D backbone networks, we set a new state-of-the-art for the S3DIS and KITTI-360 datasets. Our method improves on both standard and hybrid 2D/3D approaches without requiring point cloud colorization, mesh reconstruction, or depth sensors. In this paper, we present a novel and modular multi-view aggregation method for semantizing hybrid 2D/3D data based on the viewing conditions of 3D points in images. Our approach combines the following advantages:

- We set a new state-of-the-art for S3DIS 6-fold (74.7 mIoU), and KITTI-360 Test (58.3 mIoU) without using points’ colorization.
- Our point-pixel mapping operates directly on 3D point clouds and images without requiring depth maps, meshing, colorization, or virtual view generation.
- Our efficient GPU-based implementation handles arbitrary numbers of 2D views and large 3D point clouds.

2. Related Work

Attention-Based Modality Fusion. Methods using attention mechanisms to learn multi-modal representation have attracted a lot of attention, in particular for combining textual and visual information [11, 23, 30] as well as videos [27, 42]. Closer to our setting, Lu et al. [43] use an attention scheme to select the most relevant parts of an image for visual question answering. Li et al. [40] define a two-branch attention-based modality fusion network merging 2D semantic and 3D occupancy for scene completion. Such work confirms the relevance of using attention for learning multi-modal representations.

2D/3D Scene Analysis with Deep Learning. Over the last few years, deep networks specifically designed to handle the 3D modality have reached impressive degrees of performance and maturity, see the review of Guo et al. [24]. Recent work [19, 29, 32] propose to use a dedicated 3D network for processing point clouds, while a 2D convolutional network extracts radiometric features which are projected to the point cloud. These methods require the true depth of each pixel to compute the point-pixel mapping, which makes them less applicable in a real-world setting. SnapNet [8], as well as more recent work [15, 36] generate virtual views processed by a 2D network and whose predictions are then projected back to the point cloud. These approaches, while performing well, require a costly mesh reconstruction preprocessing step to generate meaningful images. Some approaches [25, 35] fuse RGB and range images, which requires dedicated sensors and can not handle multiple views with occlusions. Existing hybrid 2D/3D methods rely on a fixed number of images per point chosen with heuristics such as the maximization of unseen points [19, 32, 36]. Then, the different views are merged using pooling operations (max [19, 54] or sum-pool [32]) or based on the 2D features’ content [29]. To the best of our knowledge, no method has yet been proposed to leverage the viewing conditions for multi-view aggregation for the semantic segmentation of large scenes.

View Selection. The problem of selecting and merging the best images for a 3D scene has been extensively studied for surface reconstruction and texturing. Images are typically chosen according to the viewing angle with the surface normal [7, 39], proximity and resolution [4, 10], geometric and visibility priors [51], as well as crispness [22], and consistency with respect to occlusions [59]. While most of these criteria do not directly apply to point clouds, they illustrate the importance of camera pose information for selecting relevant images.

Related to our setting is the Next Best View selection problem [52], which consists in planning the camera position giving the most information about an object of interest [17]. This criterion takes different meanings according to the setting, such as the number of unseen voxels [57], diversity [45], information-theoretic measures of uncertainty [31], or can be directly learned end-to-end [44, 63]. Our setting differs in that the images have already been acquired, and the task is to choose which one contains the most relevant information for each point. We draw inspiration from the end-to-end approaches demonstrating that a neural network can assess the quality of information contained in an image from pose information.

The problem of view selection is also addressed in the literature on shape recognition [54]. Features from different images can be merged based on their similarity [60], discriminativity [2], or using patch matching schemes [64, 66] or graph-neural networks [61]. Some methods use 3D fea-
tures [65] or camera position [34] to select the best views, but no technique yet makes explicit use of the viewing configuration. Furthermore, these methods operate on synthetic views of artificial shapes, which differs from our goal of analyzing large scenes with images in arbitrary poses.


3. Method

Let \( P \) be a set of 3D points and \( I \) a collection of co-registered images, all acquired from the same scene. We characterize points by their position in space, and images by their pixels’ RGB values along with intrinsic and extrinsic camera parameters. Our goal is to exploit the correspondence between points and image pixels to perform 3D point cloud semantic segmentation with features learned from both modalities. Our method starts by computing an occlusion-aware mapping between 3D points and pixels, then uses viewing conditions through an attention scheme to aggregate relevant image features for each 3D point. This approach can be easily integrated into a standard 3D network architecture, allowing us to learn from both point clouds and images simultaneously in an end-to-end fashion.

3.1. Point-Image Mapping

We start by efficiently computing a mapping between the images of \( I \) and the points of \( P \). We say that a point-image pair \((p, i) \in P \times I\) is compatible if \( p \) is visible in \( i \), i.e., \( p \) is in the frustum of \( i \) and not occluded. For such a pair, we define the re-projection \( \text{pix}(p, i) \) as the pixel of \( i \) in which \( p \) is visible. Note that as points are zero-dimensional objects (zero-volume), \( \text{pix}(p, i) \) is a single pixel. We denote by \( v(p) \) the views of \( p \), i.e., the set of images in which \( p \) is visible.

Point-Pixel Mapping Construction. We operate in a general in the wild multi-view setting in which the optical axes of the cameras and the 3D sensor are not necessarily aligned. Consequently, computing the point-image mapping requires a visibility model to detect occlusions. This can be done by computing a full mesh reconstruction from the point clouds or by using a depth map obtained by a camera-aligned depth sensor or other means. In contrast, we propose an efficient implementation of the straightforward Z-buffering method [53] to compute the mapping directly from images and point clouds. For each image \( i \in I \), we replace all 3D points in the frustum of \( i \) under a pre-determined distance by a square plane section facing towards \( i \) and whose size depends on their distance to the sensor and the resolution of the point cloud. We can compute the projection mask—or splat—of each square onto \( i \) using the camera parameters of \( i \). We iteratively accumulate all splats in a depth map.

Viewing Conditions. To each compatible point-image pair \((p, i)\), we associate a \( D \)-dimensional vector \( o_{(p, i)} \) describing the conditions under which the point \( p \) is seen in \( i \). In practice, we define this vector as a set of \( D = 8 \) handcrafted features qualifying the observation conditions of \((p, i)\): (i) normalized depth, (ii) local geometric descriptors (linearity, planarity, scattering) (v) viewing angle w.r.t. the estimated normal, (vi) row of the pixel, (vii) local density, (viii) occlusion rate. See the Appendix for more details on the computation and impact of these values.

3.2. Learning Multi-View Aggregation

We denote by \( \{f_i^{(2D)}\}_{i \in I} \) a set of 2D feature maps of width \( C \) associated to the images \( I \), typically obtained with a convolutional neural network (CNN). Our goal is to transfer these features to the 3D points by exploiting the correspondence between points and images. However, not all viewing images contain equally relevant information for a given 3D point. We propose an attention-based approach to weigh and
aggregate features from the viewing images for each point \( p \).

**View Features.** The mapping \( \text{pix}(p, i) \) described in Section 3.1 allows us to associate image features to each compatible point-image pair \((p, i)\):  
\[
\tilde{f}^{2D}_{(p, i)} = \phi_0 \left( f^{2D}_i \left[ \text{pix}(p, i) \right] \right),
\]
with \( \phi_0 : \mathbb{R}^C \mapsto \mathbb{R}^C \) a Multi-Layer Perceptron (MLP). Learned image features can contain information of different natures: contextual, textural, class-specific, and so on. To reflect this consideration, we split the channels of \( \tilde{f}^{2D}_{(p, i)} \) into \( K \) contiguous blocks of \([C/K]\) channels:  
\[
\tilde{f}^{2D}_{(p, i)} = \left[ \tilde{f}^{2D}_{(p, i), 1}, \cdots, \tilde{f}^{2D}_{(p, i), K} \right],
\]
with \([\cdot]\) the channel-wise concatenation operator. Each block of channels represents a subset of the image information contained in \( \tilde{f}^{2D} \).

**View Quality.** The conditions under which a point is seen in an image can be more or less conducive to certain types of information, see Figure 3. For example, an image viewing a point from a distance may give important contextual cues, while an image taken close and at a straight angle may give detailed textural information. In contrast, an image in which a point is seen from a slanted angle or under high distortion may not contain relevant information and may need to be discarded. To model these complex dependencies, we propose to predict for each compatible point-image pair \((p, i)\) a set of \( K \) quality scores \( x^k_{(p, i)} \in \mathbb{R} \) from its viewing conditions \( a_{(p, i)} \) defined in Section 3.1. The quality \( x^k_{(p, i)} \) represents the relevance for point \( p \) of the information contained in the feature block \( k \) of image \( i \).

For each point \( p \), we consider the set \( v(p) \) of images in which it is visible. We propose to learn to predict the view quality \( x^k_{(p, i)} \) for each feature block \( k \) by considering all images \( i \in v(p) \) simultaneously. Indeed, the relevance of an image can depend on the context of the other views. For example, while a given image may provide less-than-perfect viewing conditions of a given 3D point, it may be the only available image with global information of the point’s context. We use a deep set architecture \cite{zaheer2017deep} to map the set of viewing conditions \( \{a_{(p, i)}\}_{i \in v(p)} \) to a vector of size \( K \):  
\[
\begin{align*}
  z_{(p, i)} &= \phi_1(a_{(p, i)}) \quad (3) \\
  x_{(p, i)} &= \phi_3 \left( \max_{i \in v(p)} \left[ z_{(p, i)} \right] \right), \quad (4)
\end{align*}
\]
with \( \phi_1 : \mathbb{R}^D \mapsto \mathbb{R}^M, \phi_2 : \mathbb{R}^M \mapsto \mathbb{R}^M, \) and \( \phi_3 : \mathbb{R}^{2M} \mapsto \mathbb{R}^K \) three MLPs, \( M \) the size of the set embedding, and \( \max \) the channelwise maximum operator for a set of vectors.

**View Attention Scores.** We can now compute \( K \) attention scores \( a^k_{(p, i)} \in [0, 1] \) corresponding to the relative relevance for point \( p \) of the \( k \)th feature block of image \( i \). The attentions are obtained by applying a softmax function to the quality scores \( x^k_{(p, i)} \) across the images in \( v(p) \). To account for the possibly varying number of views per point, we scale the softmax according to the number of images seeing the point \( p \):  
\[
a^k_{(p, i)} = \text{softmax} \left( \frac{1}{|v(p)|} \left\{ x^k_{(p, i)} \right\}_{i \in v(p)} \right). \quad (5)
\]

**View Gating.** A limitation of using a softmax in this context is that the attention scores \( a^k_{(p, i)} \) always sum to 1 over \( v(p) \) regardless of the overall quality of the image set. Because of occlusion or limited viewpoints, some 3D points may not be seen by any relevant image for a given feature block \( k \) (e.g. no close or far images). In this case, it may be beneficial to discard an information block from all images altogether and purely rely on geometry. This allows the 2D network to learn image features without accounting for potentially spreading corrupted information to points with dubious viewing conditions. To this end, we introduce a gating parameter \( g^k_p \) whose role is to block the transfer of the features block \( k \) if the overall quality of the image set \( v(p) \) is too low:  
\[
g^k_p = \text{ReLU} \left( \tanh \left( \alpha_k \max_{i \in v(p)} \left( x^k_{(p, i)} \right) + \beta_k \right) \right), \quad (6)
\]
with \( \alpha, \beta \in \mathbb{R}^K \) trainable parameters and ReLU the rectified linear activation \cite{glorot2010understanding}. If all quality scores \( x^k_{(p, i)} \) are negative for a given point \( p \) and block \( k \), the gating parameter \( g^k_p \) will be exactly zero and block possibly detrimental information due to sub-par viewing conditions.

**Attentive Image Feature Pooling.** For each point \( p \) seen in one or more images, we merge the feature maps \( \tilde{f}^{2D}_{(p, i)} \)
from each view \((p, i)\). For each block \(k\), we compute the sum of the view features \(f_{2D}^{(p,i),k}\) weighted by their respective attention scores \(a_{(p,i)}^k\), and multiplied by the gating parameter \(g_p^k\). The combined image feature \(P(\mathbf{f}_{2D}, p)\) associated to point \(p\) is then defined as the channelwise concatenation of the resulting tensors for all blocks:

\[
P(\mathbf{f}_{2D}, p) = \left[ g_p^k \sum_{i \in v(p)} a_{(p,i)}^k f_{2D}^{(p,i),k} \right]_{k=1}^K.
\]

### 3.3. Bimodal Point-Image Network.

We can use the multi-view feature aggregation method described above to perform semantic segmentation of a point cloud and co-registered images by combining a network operating on 3D point clouds and 2D CNN.

**Fusion Strategies.** We use a 2D fully convolutional network to compute pixel-wise image feature maps \(f_{2D}\). We also consider a 3D deep network following the classic U-Net architecture [50] and composed of three parts: (i) an encoder \(E^{3D}\) mapping the point cloud into a set of 3D feature maps at different resolution (innermost map and skip connections); (ii) a decoder \(D^{3D}\) converting these maps into a 3D feature map at the highest resolution (iii) a classifier \(C^{3D}\) associating to each point a vector for class scores of size \(N\), the number of target classes.

As shown in Figure 4, we investigate three classic fusion schemes [25, 32, 35], connecting the image features at different points of the 3D network: (i) directly with the raw 3D features before \(E^{3D}\) (early fusion), (ii) in the skip connections (intermediate fusion) (iii) between the decoder \(D^{3D}\) and the classifier \(C^{3D}\) (late fusion). See the Appendix for the details and equations for these fusion schemes.

**Dynamic-Size Image-Batching** The number of images \(v(p)\) in which a point \(p\) is visible can vary significantly. Furthermore, when dealing with large-scale scenes, only a subset \(P_{\text{sample}}\) of the 3D scene is typically processed at once (e.g., spherical sampling). For this reason, the part of an image \(i\) for which points of \(P_{\text{sample}}\) are visible can sometimes be only a small fraction of the entire image. This will typically occur with equiangular images or when \(P_{\text{sample}}\) is far away from \(i\). We use the adaptive batching scheme depicted in Figure 5 to stabilize memory usage across batches and avoid needless computations on excessively large images. The first step is to crop each image using the smallest window across a fixed set of sizes (e.g., \(64 \times 64\), \(128 \times 64\), etc.) such that the crop contains the bounding box of all seen points of \(P\) with a given margin. Observing that the memory consumption of a fully convolutional encoder is linear w.r.t. the number of input pixels, we allocate to each point cloud in the batch a budget of pixels. Images are then chosen randomly by iteratively selecting images with a probability proportional to their number of pixels and to the number of newly seen points in the cloud, until the pixel budget is spent. Finally, the images are organized into different batches according to their sizes, allowing for their simultaneous processing. Note that at inference time, we can take batches as large as the GPU memory allows.

### 3.4. Implementation Details

We use sparse encoding for mappings in order to only store compatible point-image pairs. This proves necessary for the large scale, in-the-wild setting with varying number of images seeing each point. Our code is available at https://github.com/drprojects/DeepViewAgg, the exact network and training configurations are given in the Appendix, and all the metrics of all runs can be ac-
Figure 6. **Datasets.** Illustration of the sampling procedure for all considered datasets with point clouds alongside some of the available images. The 3D components of batches are constituted of spheres for (a) S3DIS, rooms for (b) ScanNet, and cylinders for (c) KITTI-360.


### 4. Experiments

We propose several experiments on public large-scale semantic segmentation benchmarks to demonstrate the benefits of our deep multi-view aggregation module (DeepViewAgg). Our approach yields significantly better results than our 3D backbone directly operating on colorized point clouds. We set a new state-of-the-art for the highly contested S3DIS benchmark using only standard 2D and 3D architectures combined with our proposed module.

#### 4.1. Datasets

**S3DIS** [6]. This indoor dataset of office buildings contains over 278 million semantically annotated 3D points across 6 building areas—or *folds*. A companion dataset can be downloaded at [https://github.com/alexsax/2D-3D-Semantics](https://github.com/alexsax/2D-3D-Semantics), and contains 1413 equirectangular images. To represent our large-scale, in-the-wild setting, we merge each fold into a large point cloud and discard all room-related information. We apply minor registration adjustments detailed in the Appendix.

**ScanNet** [18]. This indoor dataset contains over 1501 scenes obtained from 2.5 million RGB-D images with pose information. To account for the high redundancy between images, we select one in every 50 image. This dataset deviates slightly from our intended setting as 2D and 3D are derived from the same sensors.

**KITTI-360** [41]. This large outdoor dataset contains over 100k laser scans and 320k images captured with a multi-sensor mobile platform. We use one image every five from the left perspective camera. We report the classwise performance on the official withheld test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>S3DIS Fold 5</th>
<th>S3DIS 6-Fold</th>
<th>ScanNet Val</th>
<th>KITTI-360 Test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Methods operating on colorized point clouds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPG+SSP [37, 38]</td>
<td>61.7</td>
<td>68.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MinkowskiNet [16]</td>
<td>65.4</td>
<td>65.9 [13]</td>
<td>72.4 [47]</td>
<td>-</td>
</tr>
<tr>
<td>KPConv [55]</td>
<td>67.1</td>
<td>70.6</td>
<td>69.3 [47]</td>
<td>-</td>
</tr>
<tr>
<td>RandLANet [28]</td>
<td>-</td>
<td>70.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PointTrans. [20]</td>
<td><strong>70.4</strong></td>
<td><strong>73.5</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Our 3D Backbone</td>
<td>64.7</td>
<td>69.5</td>
<td>69.0</td>
<td>53.9</td>
</tr>
</tbody>
</table>

| **Methods operating on point clouds and images** |              |              |             |                |
| MVPNet [32]                  | 62.4         | -            | 68.3        | -              |
| VMVF [36]                    | 65.4         | -            | **76.4**    | -              |
| BPNet [29]                   | -            | -            | 69.7₁       | -              |
| 3D Backbone+                 | -            | -            | -           | -              |
| DeepViewAgg (ours)           | **67.2**     | **74.7**     | 71.0        | **58.3**       |

**General Setting.** All datasets provide colorized point clouds obtained with dataset-specific preprocessings. To handle the large size of scans, we define batches using a sampling strategy for S3DIS (2m-radius spheres) and KITTI-360 (6m-radius vertical cylinders), while we process ScanNet room-by-room, see Figure 6. We down-sample the point clouds for processing (S3DIS: 2cm, ScanNet: 3cm, KITTI-360: 5cm) and interpolate our prediction to full resolution for evaluation. To mitigate the memory impact of the 2D encoder, we also down-sample S3DIS images to 1024 x 512 but keep the full resolution for ScanNet (320 x 240) and KITTI-360 (1408 x 376).
4.2. Quantitative Evaluation

In Table 1, we compare the performance of our approach and other learning methods on S3DIS, ScanNet Validation, and KITTI-360 Test using the classwise mean Intersection-over-Union (mIoU) as metric. Our method (DeepViewAgg) uses images in the 2D encoder and raw uncolored point clouds in the 3D encoder. All other approaches, including our backbone (3D Backbone), use the colorized point clouds provided by the datasets.

DeepViewAgg sets a new state-of-the-art for S3DIS for all 6 folds and the second-highest performance for the 5th fold. In particular, we outperform the VMVF network [36], showing that our multi-view aggregation model can overtake methods relying on costly virtual view generation using only available images. Furthermore, VMVF uses true depth maps, colorized point clouds, normals, and room-wise normalized information. In contrast, our method only uses raw XYZ data in the 3D encoder and estimates the mappings. Our approach also overcomes the recent PointTransformer [20] (PointTrans.) by 1.2 mIoU points, even though this method outperforms our 3D backbone by 4 points on colorized points. Our model also improves the performance of our 3D backbone on the KITTI-360 test set by 4.4 points, illustrating the importance of images for both indoor and outdoor datasets alike.

While giving reasonable results, our method does not perform as well on the validation set of ScanNet comparatively. We outperform the 2D/3D fusion method of BPNet [29] when restricted to 3D annotations, illustrating the importance of view selection. We argue that the limited variety in the camera points of view of ScanNet RGB-D scans, as well as their small field-of-view and blurriness reduce the quality of the information provided by images. This is reinforced by the impressive performance of VMVF, which synthesizes its own images with controlled points of view and resolution. See Figure 7 for qualitative illustrations.

4.3. Analysis

We conduct further analyses on Fold 5 and Fold 2 of S3DIS (downsampled at 5cm for processing) and the validation set of KITTI-360 in Table 2. We added Fold 2 along the commonly used Fold 5, as it benefited most from our method, and hence is more conducive to evaluating the impact of our design choices.

Table 2. Ablation Study. Mean IoU comparison of different modalities and design choices on Fold 2 and Fold 5 of S3DIS down-sampled at 5cm for processing and KITTI-360 Val.

<table>
<thead>
<tr>
<th>Model</th>
<th>S3DIS</th>
<th>KITTI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fold 2</td>
<td>Fold 5</td>
</tr>
<tr>
<td>Best Configuration</td>
<td>63.2</td>
<td>67.5</td>
</tr>
<tr>
<td><strong>Modality Combinations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XYZRGB</td>
<td>-15.9</td>
<td>-6.0</td>
</tr>
<tr>
<td>XYZ Average-RGB</td>
<td>-10.8</td>
<td>-7.0</td>
</tr>
<tr>
<td>XYZ</td>
<td>-19.5</td>
<td>-9.5</td>
</tr>
<tr>
<td>Pure RGB</td>
<td>-5.3</td>
<td>-5.4</td>
</tr>
<tr>
<td>Lower Image Resolution</td>
<td>-5.9</td>
<td>-0.8</td>
</tr>
<tr>
<td>Higher 3D Resolution</td>
<td>-1.0</td>
<td>-0.3</td>
</tr>
<tr>
<td><strong>Design Choices</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Late Fusion</td>
<td>-9.1</td>
<td>-1.0</td>
</tr>
<tr>
<td>Only One Group</td>
<td>-4.8</td>
<td>-0.8</td>
</tr>
<tr>
<td>No Gating</td>
<td>-3.0</td>
<td>-0.4</td>
</tr>
<tr>
<td>No Dynamic Batch</td>
<td>-6.9</td>
<td>-1.9</td>
</tr>
<tr>
<td>No Pre-training</td>
<td>-7.2</td>
<td>-6.7</td>
</tr>
<tr>
<td>MaxPool</td>
<td>-0.8</td>
<td>-1.5</td>
</tr>
<tr>
<td>Smaller 3D backbone</td>
<td>-0.5</td>
<td>-0.7</td>
</tr>
</tbody>
</table>

As observed in Table 2, combining a 3D deep network operating on raw 3D features and a 2D network with our method (Best Configuration) improves the performance by over 6 to 15 points compared to the same 3D backbone operating on colorized point clouds alone (XYZRGB). To illustrate that point colorization is not a trivial task, we train our 3D backbone with point clouds colorized by averaging for each point the color of all pixels in which it is visible (XYZ Average-RGB). Compared to the “official” colored point clouds, we observe a drop of 1 point for Fold 5 and 1.3 point for KITTI-360, but a gain of almost 5 points for Fold 2. This shows how different point cloud colorization schemes can yield vastly different results. Not using any radiometric information and purely relying on 3D points without color (XYZ) decreases the score of XYZRGB by a further 3 to 4 points on S3DIS. For KITTI-360, XYZ outperforms XYZ Average-RGB, suggesting that poor colorization can even be detrimental.

We also evaluate a scheme in which the 3D network is entirely removed, and 3D points are classified solely based on features coming from a 2D encoder-decoder and our view aggregation module, without any 3D convolution (Pure RGB). This method outperforms even (XYZRGB) for S3DIS, illustrating the relevance of images for point cloud segmentation. On KITTI-360, as many 3D points are not seen by the cameras used, this approach perform worse.

Training our best 2D+3D model with images downsampled by a factor of 2 (Lower Image Resolution) brings a large performance drop. In contrast, using 2cm of 3D resolution instead of 5cm (Higher 3D Resolution) has little impact for S3DIS. We conclude that when the images already contain fine-grained information, the impact of the resolution of the 3D voxel grid decreases.

**Design Choices.** Using late fusion (Late Fusion) instead of early fusion gives comparable results on Fold 5 and KITTI-360, but significantly worse for Fold 2 for which the gain of using images is more pronounced. Using only one feature group (Only One Group, $K = 1$ in Equation 2) results in a drop of 4.8 points for Fold 2, highlighting that our method...
can learn to treat different types of radiometric information specifically. Removing the gating mechanism (No Gating, see Equation 6) decreases the IoU by 3 points for Fold 2, and 1.1 on KITTI-360. Not using dynamic batches forces us to limit ourselves to 4 full-size images per 3D sphere/cylinder, which results in performance drops of 2 to 7 points. Pre-training the 2D network on related open-access datasets (No 2D Pre-Training) accounts for up to 7 mIoU points. Not only do images contain rich radiometric information, but they also allow us to leverage the ubiquitous availability of annotated 2D datasets.

Using featurewise max-pooling to merge the views results in a drop of 1 to 1.5 points for S3DIS and 3 points for KITTI-360. This illustrates that as long as we employ proper mapping, batching, and pre-training strategies, even simple pooling operations can perform very well. However, the addition of our model appears necessary to improve the precision even further and reach state-of-the-art results.

Switching our 3D backbone to a lighter version of MinkowskiNet with decreased widths, we observe no significant impact on the prediction quality. This suggests that we could use our approach successfully with smaller models. See the Appendix for further analysis of our design choices and of the influence of viewing conditions.

**Limitations.** While our method does not require sensors with aligned optical axes, true depth maps, or a meshing step, we still need camera poses. In some “in the wild” settings, they may not be available or require a pose estimation and registration step which may be costly and error-prone. Our mapping computation also relies on the assumption that the 2D and 3D modalities are acquired simultaneously.

Our multi-view aggregation method operates purely on viewing conditions and does not take the geometric and radiometric features into account in the computation of attention scores. We implemented a self-attention-based approach using such features, which resulted in a significant increase in memory usage without tangible benefits: the viewing conditions appear to be the most critical factor when selecting and aggregating images features.

**5. Conclusion**

We proposed a deep learning-based multi-view aggregation model for the semantic segmentation of large 3D scenes. Our approach uses the viewing condition of 3D points in images to select and merge the most relevant 2D features with 3D information. Combined with standard image and point cloud encoders, our method improves the state-of-the-art for two different datasets. Our full pipeline can run on a point cloud and a set of co-registered images at arbitrary positions without requiring colorization, meshing, or true depth maps. These promising results illustrate the relevancy of using dedicated architectures for extracting information from images even for 3D scene analysis.
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