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Abstract

Current metrics for video captioning are mostly based
on the text-level comparison between reference and can-
didate captions. However, they have some insuperable
drawbacks, e.g., they cannot handle videos without refer-
ences, and they may result in biased evaluation due to the
one-to-many nature of video-to-text and the neglect of vi-
sual relevance. From the human evaluator’s viewpoint,
a high-quality caption should be consistent with the pro-
vided video, but not necessarily be similar to the refer-
ence in literal or semantics. Inspired by human evaluation,
we propose EMScore (Embedding Matching-based score),
a novel reference-free metric for video captioning, which
directly measures similarity between video and candidate
captions. Benefiting from the recent development of large-
scale pre-training models, we exploit a well pre-trained
vision-language model to extract visual and linguistic em-
beddings for computing EMScore. Specifically, EMScore
combines matching scores of both coarse-grained (video
and caption) and fine-grained (frames and words) levels,
which takes the overall understanding and detailed char-
acteristics of the video into account. Furthermore, con-
sidering the potential information gain, EMScore can be
flexibly extended to the conditions where human-labeled
references are available. Last but not least, we collect
VATEX-EVAL and ActivityNet-FOII datasets to systemati-
cally evaluate the existing metrics. VATEX-EVAL experi-
ments demonstrate that EMScore has higher human corre-
lation and lower reference dependency. ActivityNet-FOIL
experiment verifies that EMScore can effectively identify
“hallucinating” captions. Code and datasets are available
at https://github.com/shiyaya/emscore.
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« R1: A boy does a backflip off a precipice into a body of water.

« R2: A person stood on the cliff and flipped over into the river.

« R3: A man performs a backward somersault off a cliff and lands in a
lake below.

Candidate Caption

A man jumps off a rocf}( into a lake and then does a flip into the water.

Human: 0.917 ' EMScore (ours): 0.836  ROUGE_L: 0432  METEOR:0.402 | BERTScore: 0.535

(b) Video

References

« R1: A group of kids are playing badminton against one another.

« R2: A large group, gathered in a gym, play several games of badminton.

« R3: A large group of teens are practicing a racquetball game in a
gymnasium.

Candidate Caption A

Several boys with rackets play badminton in an indoor gymnasium.

Human: 0.830  EMScore (ours): 0.710  ROUGE_L: 0.210 | METEOR: 0.358  BERTScore: 0.546
Candidate Caption B x

A group of young kids are in a gym playing ball and different games.

Human: 0.500 = EMScore (ours): 0.513  ROUGE_L: 0.519 = METEOR: 0.548 = BERTScore: 0.540

Figure 1. Two examples of caption evaluation. All the metric
scores are scaled to [0, 1], including human scores. For example
(a), reference-based metrics over-penalize for this correct candi-
date caption due to “a rock” is not contained in the references. Our
reference-free metric EMScore gives a reasonable high score with
the help of using video as ground truth. For example (b), some
reference-based metrics (e.g., ROUGE_L and METEOR) under-
penalize the hallucination (e.g., “different games”) which is not
related to the video, and give an unreasonable higher score for
“hallucinating” caption B than correct caption A.
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1. Introduction

Video Captioning [4] aims to generate a text describing
the visual content of a given video. Driven by the neu-
ral encoder-decoder paradigm, research in video caption-
ing has made significant progress [29, 35]. To make further
advances in video captioning, it is essential to accurately
evaluate generated captions. The most ideal metric is hu-
man evaluation while carrying human judgments is time-
consuming and labor-intensive. Thus, various automatic
metrics are applied for video caption evaluation.

However, most of the widely applied video caption
metrics like BLEU [19], ROUGE [12], CIDEr [28], and
BERTScore [34] come from the other tasks, such as ma-
chine translation, text summarization and image captioning,
which may neglect the special characteristic of video cap-
tioning and then limit the development of video caption-
ing. Furthermore, these automatic metrics require human-
labeled references — and thus they are called reference-
based metrics — and such requirements cause three in-
trinsic drawbacks: (1) They can not be used when pro-
vided videos have no human-labeled references, which is
not uncommon in this age that millions of reference-free
videos are produced online every day. (2) They may over-
penalize the correct captions since references hardly de-
scribe all details of videos due to the one-to-many na-
ture [32] of captioning task, especially when the number
of references is limited. Fig.1 (a) shows one such example
where a candidate caption correctly describes the “a rock”
while reference-based metrics punish this word since ref-
erences do not contain it. (3) As pointed by [23], these
reference-based metrics may under-penalize the captions
with “hallucinating” descriptions since these metrics only
measure similarity to references, and the visual relevance
cannot be fully captured. For example, as shown in Fig.1
(b), due to the word “games” appearing in the references,
some reference-metrics return higher scores for caption B
than caption A, even though “different games” is a “hallu-
cinating” phrase which is not related to the video.

These drawbacks inspire us to develop a reference-free
metric. From the human evaluator’s viewpoint, if a caption
is consistent with the source video, i.e., the visual contents
in the video are comprehensively and accurately described
by the caption, this caption is a high-quality one, and not
necessarily be similar to the reference in literal or seman-
tics. A promising evaluation metric should imitate the hu-
man evaluation process, and introduce video content into
the evaluation. Nowadays, due to the boom of the large-
scale vision-language pre-training models [1 1, 17,21], the
gaps between the visual and linguistic embeddings have
been further narrowed, enabling us to judge whether a cap-
tion is consistent with a video.

Motivated by these research progresses, we propose
a reference-free metric EMScore (Embedding Matching-

based score) for evaluating video captions, which exploits
a pre-trained large-scale vision-language model to extract
visual and linguistic embeddings. Specifically, to obtain
a comprehensive comparison between the video and cap-
tion, EMScore averages the matching scores of both coarse-
grained (video and caption) and fine-grained (frames and
words) levels. For the coarse-grained one, we compute the
similarity between the global embeddings of the video and
the candidate caption, which take the overall understanding
of the video into account and evaluate candidates from a
global perspective. For the fine-grained embedding match-
ing, we compute the sum of cosine similarities between the
frame and word embeddings, which takes the detailed char-
acteristic of the video (visual elements change over time)
into account. Also, it provides more interpretability for EM-
Score. Furthermore, considering the potential information
gain, such as syntactic structure in references, and doing
embedding matching in the same language domain is easier
than cross-modal domains, we extend EMScore to the con-
ditions where human-labeled references are available and
name the extended metric EMScore _ref.

Currently, there is no available video caption quality
dataset that can be used to evaluate metrics. To facili-
tate the development of video captioning evaluation met-
rics, we are the first to collect a video caption quality
dataset VATEX-EVAL which contains 54,000 human rat-
ings for video-caption pairs. Experiments on VATEX-
EVAL show the following advantages of our EMScore by
introducing the video in evaluating. First, EMScore has a
higher human correlation compared with some popular au-
tomatic metrics like BLEU, ROUGE, or CIDEr. Second,
EMScore has low reference dependency, e.g., EMScore’s
O-reference Kendall’s correlation with humans is similar
to BLEU_I’s 4-reference correlation or EMScore _ref’s 1-
reference is similar to CIDEr’s 9-reference correlations.
Therefore, EMScore can significantly reduce the cost of
manually annotating references. Third, EMScore is more
robust to quality drift that it achieves higher correlations
compared with the other automatic metrics when evaluat-
ing captions of different qualities. Furthermore, we collect
another dataset ActivityNet-FOIL which contains “halluci-
nating” captions to verify the sensitivity of EMScore. Ex-
periment results show that EMScore is more effective to
identify “hallucinating” captions than the other metrics.

Our contributions are summarized as follows:

* We propose a reference-free video captioning met-
ric EMScore that directly measures consistency with
video contents in both coarse-grained and fine-grained
levels, and extend it to reference-available condition.

e We collect two datasets VATEX-EVAL and
ActivityNet-FOIL for researchers to study the
metrics’ correlation with human judgments and
sensitivity in the “hallucinating” case, respectively.
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» Exhaustive experimental results verify that EMScore
has a higher human correlation and is able to effec-
tively identify the “hallucinating” captions.

2. Related work
2.1. Caption Evaluation

Rule-Based Evaluation The most widely used caption
metrics are based on n-gram matching — BLEU [19],
ROUGE [12] and METEOR [3]. Especially, CIDEr [28]
weights each n-gram by tf-idf. However, they are sensitive
to lexical variation and hard to capture semantics of a cap-
tion, so they correlate poorly with human judgments [34].
Embedding-Based Evaluation Embedding-based metrics
which use pre-trained models to extract embeddings and
perform semantic matching in the embedding space, have
been proven to correlate better with human judgments.
BERTScore [34] uses contextual word embeddings gen-
erated by BERT, and measures the semantic similarity
of two texts by computing token-level cosine similarity.
BERTScore can be regarded as a special case of ours, it
only uses references for evaluation and performs single fine-
grained embedding matching. Among these embedding
metrics, some works try to take into account the vision in-
formation. Tiger [8] uses a trained image-text matching
SCAN model [10] to compare the ground outputs between
candidate caption and reference. VILBERTScore [9] uses a
pre-trained VILBERT model [16] to compare the visually-
grounded text representation between candidate caption and
reference. In these two evaluation metrics, the image is used
as a visual ground in the evaluation rather than as ground
truth, and they are still reference-based metrics. CLIP-
Score [7] and FAIEr [30] are recently proposed reference-
free evaluation metrics. CLIPScore [7] uses the pre-trained
image-language model CLIP [21] to obtain image and text
embeddings, and compute the cosine similarity. But they
only consider coarse-grained matching and ignore fine-
grained ones, so that CLIPScore lacks interpretability and
ignores that a more precise score comes from fine-grained
matching. FAIEr [30] introduces the scene graph to eval-
uate the fidelity and adequacy of the image captions. The
above metrics are all proposed for image captioning. In
this paper, we propose an evaluation metric specifically for
video captioning by introducing video content. We con-
sider not only coarse-grained embedding matching between
video and text but also the fine-grained embedding match-
ing between frames and words to take into account the char-
acteristic of the visual elements of the video over time.

2.2. Pre-trained Vision-Language Models

Inspired by the success of the large-scale pre-training in
NLP [5,22], large-scale pre-training models [11, 16,17,27]
also become the research hotspot in the vision-language
community. Generally, these models are pre-trained by pre-

text tasks on large-scale datasets, such as Conceptual cap-
tions [24] and HowTol00M [18] . During the pre-training,
the models learn to narrow the gaps between the vision
and language embeddings, which enables them to general-
ize well to various down-stream tasks like VQA [2], Vi-
sual Grounding [!14], Image/Video-Text retrieval and Im-
age/Video Captioning [13, 26, 33]. Motivated by the nar-
rowed embedding gaps, we exploit one large-scale pre-
trained model: CLIP [21], which is pre-trained via con-
trastive learning on 400 million image-text pairs, to design a
video caption metric. CLIP-straight [20] shows that straight
forward applying CLIP to video-text retrieval can achieve
excellent zero-shot performance, which proves that the gaps
between the extracted video and text embeddings are re-
duced. Therefore, by CLIP, measuring the consistency be-
tween the video content and the candidate caption is trans-
formed to computing the cosine similarity between the ex-
tracted video and caption embeddings.

3. EMScore

Fig.2 shows the pipeline of EMScore, which computes
the embedding similarity of the generated captions and the
source video to achieve reference-free caption evaluation.

3.1. Embedding Extraction

We use CLIP [21] to extract video and text embeddings
at both fine-grained and coarse-grained levels. Specifically,
the visual encoder E, (ViT-B/32) [6] extracts the embed-
dings of individual frame and total video. The language
encoder E; (Transformer) [22] extracts the embeddings of
each token and whole sentence.

Frame and Video Representation Given a video V =
{vz}lzll (|V| is the number of frames), each fine-grained
frame embedding f,,, is obtained as follows:

f,, = Norm (E,(v;)), f, € RY, (1)
where Norm(+) is a L2 normalization function.

The coarse-grained video embedding fy, is the normal-
ization of the mean-pooling of all the frame embeddings:

\4
1
f,, = Norm b > £, | v eRY )
=1

Word and Text Representation Given a caption, we first
use the default tokenizer of CLIP to obtain word tokens and
then add two special tokens [SOS] and [EOS] to construct
a new token sequence X = {z; }lj)jl (|X| is the number of
tokens). The contextual token embeddings are:

{fsos, oy, :fz|x‘,2:feos} = Norm (W - LN (E(X))),
) 3)
fz € RY,
where LN is Layer Normalization, W € R"*¢ are fixed pa-
rameters from CLIP, and A is the hidden size of text encoder.
All these |X| token embeddings are used for fine-grained
embedding matching and the last £, is treated as the global
embedding fy for coarse-grained embedding matching.
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Fine-grained Embedding Matching
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Figure 2. Illustration of the computatlon of the EMScore which uses video as ground truth. Given the video V" and candidate caption C, we
extract global representations of video and caption for coarse-grained vector matching EMScore(X,V),, and local representations of frames
and words for fine-grained greedy matching EMScore(X,V);. We highlight the precision greedy matching in red, and for simplicity, we
give the calculation without idf weighting. The overall EMScore is the average score of EMScore(X,V),. and EMScore(X,V);.

3.2. Embedding Matching

Coarse-grained Embedding Matching Given the source
video V and the generated caption X, the coarse-grained
embedding matching EMScore(X, V). is

EMScore(X, V), = f; fi,! @
where fy and fx are embeddings of the video and caption,
respectively. Such process is shown in lower part of Fig. 2.
Fine-grained Embedding Matching For videos, since vi-
sual elements in the frame change over time, only per-
forming the coarse-grained embedding matching may lose
detailed information, which inspires us to design a fine-
grained embedding matching to achieve frame-token align-
ment. The upper part of Fig.2 shows the applied fine-
grained matching. Given the video frame embedding f, and
the sentence token embedding f,., we first compute the pre-
cision (P) and recall (R) and then combine them to get the
F1 score (F) as our fine-grained embedding matching score
EMScore(X, V)

P(X, V) = m glggf A )
R(X,V); = |V| Z max £ £, (6)
EMScore( X, V)f = 2]1;_1_];. @)

By such token-frame matching in the calculation of preci-
sion, it is easy to figure out which visual frame is aligned
with a specific word. The precision evaluates the correct-
ness of the caption, such as whether descriptions are related
to the video content without incorrect details. Similarly, it

!'Since all the embeddings are L2 normalized, the cosine similarity is
reduced to the inner product.

is easy to figure out which word is aligned with a specific
visual frame in the calculation of recall. The recall evalu-
ates the comprehensiveness of the caption, such as whether
the content in the video is described without omission. The
F1 measure combines the evaluation of these two aspects.
IDF Weighting A caption usually consists of two kinds of
words: visual content words like nouns and function words
like “the”, “and”, etc. For these function words, it is hard
to align them with the video frames and thus we should
lower their importance weight during token-frame match-
ing. Since the more visual-irrelevant words will appear
more times in the whole caption corpus, e.g., the word “a”
may appear in every sentence, we calculate the inverse doc-
ument frequency (idf) to weigh the importance of each word
and integrate it into EMScore. Given a corpus { X (*) }j\;l,
the idf value of a token x is

N
idf(2) = —log — Z]I [x e x( >} )

where I[-] is an indicator functlon The special token [EOS]
appears in each caption and Eq. (8) will assign its weight as
0, while this token contains comprehensive contextual in-
formation of the whole sentence since it is used as the dis-
criminative signal for classification during the pre-training
in CLIP. To remedy this, we empirically set the idf value of
the [EOS] token to the average value of the entire idf set.

After calculating the idf values, the Precision in Eq. (5)
is changed to:

qu,e

P(X,V)f =

£, f

x 1df (z;) max,; ev £y, fu;

> ex 10 () ©)
When calculating Precision and Recall, IDF is applied for
X and V, respectively. Note that idf weighting will not
affect the calculation of Recall in Eq. (6) since each frame
is equally important.
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System ‘ GT  Top-Down ORG-TRL AM.1 AM2 AMJ3
Average Score ‘ 4.750 3.920 4.003 3916 3.854 3.793

Table 1. Average scores for the six different caption source.

3.3. EMScore & EMScore_ref

When calculating EMScore, we do not need any refer-
ence and only use the video V. Specifically, EMScore is
defined as the average of EMScore. and EMScore;:
EMScore(X, V) + EMScore(X, V) ¢

5 (10)

EMScore(X,V) =

The score is in the range [-1, 1]. A higher EMScore indi-
cates a better caption, as it is more consistent with the video.

When the reference caption X ™ is available, we can in-
corporate it to get EMScore_ref. First, EMScore(X, X*)
are calculated as in Eq. (10) by replacing V' with X*, and
the ground truth embeddings are changed from the frame
and video representations to word and text representations.
Second, we define enhanced EMScore_ref as the average of
EMScore(X, V) and EMScore(X, X*).

__ EMScore(X, V) + EMScore(X, X*)
= 5 :
(11)
If there are multiple reference sentences {X;}M,,
EMScore (X, X*) = maxEMScore (X, X}). In
the following, unless otherwise specified, EMScore
refers to EMScore(X, V), and EMScore_ref refers to
EMScore(X, V, X*).

EMScore._ref(X, V, X™)

4. The Collected Datasets
4.1. The VATEX-EVAL Dataset

The VATEX-EVAL dataset is collected to evaluate the
correlation of automatic metrics with human judgment.
Candidate Caption Collection We use all 3000 validation
videos from VATEX [31] and collect a total of 18,000 can-
didate captions with 6 captions per video. To span the
full range of caption quality, for each video, we collect
three kinds of captions: one high-quality, two medium-
quality, and three low-quality captions. Specifically, for
high-quality captions (GT), they are randomly selected
from original ground-truth reference captions; for medium-
quality captions (Top-Down and ORG-TRL), they are gen-
erated from Top-Down [1] and ORG-TRL [35] captioning
models; for low-quality captions (AM_1, AM_2, AM_3),
they are selected from other videos in the VATEX valida-
tion dataset by adversarial matching. More details of the
caption collection are in the Appendix.

Human Evaluation Setup To ensure high quality of the
human evaluation, each candidate caption is scored by 3
English-speaking annotators, amounting to 54,000 human
ratings. For each video, we ask 3 annotators to rate the con-
sistency degrees between the captions between the video.
The rate scales from 1 to 5 where 1 denotes inconsistent
and 5 denotes consistent. Fig.3 shows one example where

sentences score
A baby is sitting on a couch and drinking from a sippy cup.

A baby is drinking from a sippy cup while a woman talks to him.

4
A baby is drinking from a sippy cup while a boy is playing a ball. 3
A baby is playing with toys and a puppy is next to it. 2

A gril is playing with toys and a puppy is next to it. 1

Figure 3. An annotation example for the VATEX-EVAL dataset.
Incorrect details in the captions are red highlighted.

original correct
paragraph

A man is floating on an intertube in a river. He is drinking a soda
and laughing as he floats. Another man runs into him several times.

foil
paragraph

A man is floating on an intertube in a pool. He is drinking a soda and
laughing as he floats. Another man runs into him several times.

Figure 4. A correct-foil pair example for ActivityNet-FOIL.

incorrect details are red highlighted. Annotators are pro-
vided with detailed instruction (refer to Appendix), which
is written to minimize subjectivity in annotations.

Dataset Annalysis We demonstrate the reliability of our
collected VATEX-EVAL dataset from two aspects. Firstly,
to check the agreements among different annotators, we
compute the Kendall and Spearman correlation coefficients,
which are 0.568 and 0.628 respectively. These inter-
annotator correlations indicate strong inter-annotator agree-
ments. Secondly, Tab.l presents the average annotation
scores for the six candidate caption collection sources. The
average score of the original ground-truth captions strongly
outperforms those of all other caption types, which is in line
with the fact that GT captions have the highest quality in-
tuitively. The ORG-TRL model gets a higher annotation
score than the Top-Down model, which is also positively
correlated with model complexity. The three captions of ad-
versarial matching also give reasonable and reliable scores
in the order of the adversarial matching score. The above
analysis proves that our annotations are reliable.

4.2. The ActivityNet-FOIL Dataset

Prior work demonstrates that current captioning models
generally generate “hallucinating” descriptions [23] that are
not actually in the source visual scene. To test how sensi-
tive EMScore is to identify foil captions that contain inaccu-
rate visual concepts, we follow FOIL-COCO dataset [25] to
change ActivityNet-Entities test dataset [36] for construct-
ing an ActivityNet-FOIL dataset. In ActivityNet-Entities,
each video has two corresponding paragraphs. We use one
of two paragraphs to construct correct-foil pair, and use the
other as a reference for reference-based metrics. Each para-
graph has about 3 sentences in different time stamps, and
a visual concept in each sentence is grounded to an anno-
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tation bounding box. A foil caption is created by replacing
the original visual concept with a similar but false one.

Our data generation process has three main steps: First,
we collect all visual concepts and filter out the ones with
low frequency. Then we pair together words belonging to
the same supercategory (such as river-pool, shirt-shoe, cat-
dog). At last, we obtain 2,191 correct-foil pairs, in which
each visual concept has approximately 13 foil ones. Sec-
ond, we replace a visual concept in the original correct cap-
tion with paired foil candidate to construct a candidate foil
caption. Each correct caption has multiple candidate foil
captions. Third, for each correct caption, we mine the hard-
est foil caption by selecting the lowest perplexity candidate.
Finally, we create 1900 correct-foil paragraph pairs, and at
least one caption in the foil paragraph contains a foil vi-
sual concept. As shown in Fig.4, it contains a correct-foil
paragraph pair per video. We compute the accuracy of each
metric in its capacity to assign a higher score to the correct
candidate paragraph versus the foil. More details about the
ActivityNet-FOIL collection can be seen in the Appendix.

5. Experiments

We conduct experiments to evaluate our EMScore and
EMScore_ref on VATEX-EVAL (cf. Section 5.1) and
ActivityNet-FOIL (cf. Section 5.2) datasets. To measure
caption-level human correlation, we compute Kendall’s cor-
relation 7 and Spearman’s rank correlation p.

We compare EMScore with four rule-based metrics,
e.g., BLEU [19], ROUGE_L [12], METEOR [3] and
CIDEr [28]?, and two embedding-based metrics, e.g.,
BERTScore [34]° and Improved BERTScore [ 1*. For
these two embedding-based metrics, we utilize RoOBERTa-
base [15] as the backbone, and use F1-measure with idf and
Recall with idf, respectively, which are the best setting in
their paper. For our EMScore and EMScore_ref, they can
also optionally combine with idf. Specifically, the training
caption corpus from the source dataset (VATEX and Activ-
ityNet) is used to calculate idf. For the value of |V|, we use
all frames in video. The value of h and d are both 512.

5.1. Results on VATEX-EVAL

5.1.1 Ablation Study

Effect of P, R, F, and idf weighting From Tab.2, we can see
that F1-measure has achieved relatively stable performance
regardless of whether idf weighting is used or not. After
adding idf weighting, the performance on precision and F1-
measure of EMScore is improved. The result proves that idf
weighting is effective. The best performance is obtained un-
der the combination of calculating F1-measure and using idf

2These metrics are implemented in MS COCO evaluation tool ht t ps :
//github.com/tylin/coco-caption.

3https://github.com/Tiiiger/bert_score

“https://github.com/ck0123/improved-bertscore—
for-image-captioning-evaluation

Metric T P

EMScore; (P) 0.1843  0.2404
EMScore; (R) 0.2263  0.2946
EMScore; (F) 0.2228  0.2900

EMScore; (P-idf) 02052 02674
EMScores (R-idf)  0.2263 02946
EMScores (F-idf)  0.2296  0.2989

Table 2. The performance difference of different calculation meth-
ods and the effect of idf weighting on fine-grained EMScores. 7/p
indicates the Kendall/Spearman correlation, respectively.

# Metric GT T P

1 EMScore. A% 0.2269  0.2955
2 EMScore; (F-idf) \ 0.2296  0.2989
3 EMScore (F-idf) \ 0.2324  0.3026
4 EMScore, X* 0.2390  0.3104
5 EMScore; (F-idf) X* 0.2495  0.3240
6 EMScore (F-idf) X* 0.2550  0.3307
7 EMScore ref, V+X* 0.2738  0.3548
8

EMScore refy (F-idf) V+X* 0.2779  0.3599
EMScore._ref (F-idf) V+X*  0.2863 0.3705

©

Table 3. The effect of different granularities embedding matching
and the effect of different ground truths. GT, V, X* are denoted as
ground truth, video, and reference. For X*, there is one reference.
7/p indicates the Kendall/Spearman correlation, respectively.

. No Ref 1 Ref 9 Refs
Metric
T P T p T P

BLEU_1 - - 0.1219 0.1591  0.289  0.3697
BLEU 4 - - 0.0806 0.0881 0.216  0.256
ROUGE_L - - 0.1249  0.1631 0.2378  0.3085
METEOR - - 0.1644 0.2149 0.2763 0.3574
CIDEr - - 0.1732  0.2263 0.2781  0.3606
BERTScore (F-idf) - - 0.1824 0.2373  0.293 03775

Improved_BERTScore (R-idf) 0.1516  0.198 0.2442 0.3167
EMScore (F-idf) - - - -
EMScore_ref (F-idf) 0.2863  0.3705 0.3681 0.4719

Table 4. Human correlation on the VATEX-EVAL dataset. 7/p
indicates the Kendall/Spearman correlation respectively.

0.2324  0.3026

weighting. Therefore, in the following, we use F1-measure
combined with idf weighting as the default setting.

Effect of Different Granularities and Ground Truths In
Tab.3, we first observe the impact of different granularities.
For EMScore which uses video as ground truth (GT), the
fine-grained EMScore in line 2 achieves better results than
the coarse-grained one in line 1. The result verifies our
motivation that it is correct to consider the characteristics
of the visual elements of the video over time in the video
caption evaluation process. Moreover, the performance of
the combination of two granularities in line 3 is further im-
proved. The result verifies that multi-granularity combina-
tion is beneficial. Next, we observe the impact of using
different ground truths. When using both video and refer-
ence as GT, a better correlation result is achieved than us-
ing them alone. The result proves our conjecture that the
information in the video and references are complementary,
and additional use of references can bring information gain.
Therefore we recommend using EMScore_ref when refer-
ences are available.

5.1.2 Comparsion with the other metrics

In the following experiment, we prove that our EMScore
achieves higher human correlation and lower reference de-
pendency, which benefits from the introduction of the video
content. We also show that our metric is robust to quality
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Figure 5. The Kendall and Spearman correlations between auto-
matic metrics and human judgments with the different numbers of
references on the VATEX-EVAL dataset. The dashed line indi-
cates EMScore, which does not rely on any reference.
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drift and has a consistent system-level ranking with humans.
High Human Correlation Tab.4 shows the correlation re-
sults of metrics with 0, 1, 9 references per candidate cap-
tion. We have several observations as follows: (1) In situ-
ations where no references are available, our EMScore still
works well, and achieves surprisingly competitive results.
The result demonstrates the advantage of taking video con-
tent into account, while other reference-based metrics can-
not handle this situation; (2) When using the same number
of references (e.g., 1 or 9), our EMScore_ref outperforms
other prior metrics by a large margin. The comparison re-
sults prove that our metric achieves higher human correla-
tion and we propose a more reliable metric.

Low Reference Dependency The Kendall and Spearman
correlations between automatic metrics and human judg-
ments with the different numbers of references are shown
in Fig.5. Our EMScore without any references can achieve
competitive results, compared with reference-based metrics
which need at least 4 or 5 references, such as BLEU_1
and Improved_BERTScore. Besides, our EMScore_ref with
only one reference can achieve comparable results with
reference-based metrics, which need at least 8 or 9 refer-
ences, such as CIDEr and BERTScore. The results show
that our metric has lower reference dependency, which ben-
efits from the introduction of video content in evaluating.
Robust to Quality Drift It is extremely important for met-
rics to deal with quality drift, since the quality of gener-
ated captions can vary significantly across different video
captioning models. To assess the robustness of metrics
to quality drift, we create biased sets from our annotated
VATEX-EVAL dataset by sampling candidate captions of
different quality levels with different probabilities. Specif-
ically, the annotation score of each caption ranges from 1
to 5. We then create 5 biased sets, indexed by the variable
I€{1,2,---,5}. For the I*" set, we sample the candidate
captions whose annotation score is k£ with a probability of
U—ﬁ’ where k € {1,2,--- ,5}.

In this way, the 5 sets have different distributions of can-
didate captions with different qualities, as shown in Fig.6
(a). We compute the Kendall correlation between differ-
ent metrics and human judgments on the 5 sets. One ref-

m BLEU1 s METEOR Improved_BERTScore (Rridf)
— BLEU4  mem CIDEr - EMScore (Fidf)
= ROUGE L BERTSCore (F-idf)  mmm EMScore._ref (F-idf)
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(a) Distribution of captions of different annotation (b) The Kendall correlation of different metrics with
scores in different test sets. human judgments on different test sets.

Figure 6. Robustness of metrics over different caption quality bi-

ased sets. One reference is used in reference-based metrics and
our EMScore _ref.

erence is used in the reference-based metrics and our EM-
Score_ref. Fig.6 (b) shows that: (1) Our metrics EMScore
and EMScore_ref have a higher correlation than other met-
rics on all biased sets, which proves that our metrics are ro-
bust to the quality drift; (2) We find that rule-based metrics,
e.g., BLEU 4, perform much better on low-quality captions
(set 1) than on high-quality (set 5). With the development of
video captioning, they will become increasingly unreliable
because they struggle to judge high-quality captions.
System-level Ranking on VATEX-EVAL Video caption-
ing researchers generally report system-level scores to ver-
ify the effectiveness of their methods, so, it is essential to
measure the metric’s system-level human correlation. A
reliable metric is expected to have the same system rank-
ing as humans. In Tab.5, we compare the ranking of six
system average scores rated by metrics and humans on the
VATEX-EVAL datasets. All the metric scores are scaled to
[0, 1], including human scores. For the human scores, the
GT system gets the highest score, and following by ORG-
TRL, Top-Down, AM_1, AM_2, AM_3. We use red fonts to
highlight that the metric’s ranking is inconsistent with hu-
man ranking. We can see that CIDEr and BERTScore can-
not correctly rank GT, ORG-TRL, and Top-Down system:s,
e.g., they give the highest score to the ORG-TRL system in-
stead of GT. Our EMScore and EMScore_ref are consistent
with human ranking. The result shows that our EMScore
and EMScore_ref are more reliable in system-level evalua-
tion than other metrics, and it will be beneficial for the video
captioning development.

5.1.3 [EMScore Visualization

Fig.7 visualizes how fine-grained EMScore matches the
most similar visual elements to the tokens (as the calcula-
tion of precision). For the first example, “bubbles” is oc-
curred in the 106th frame, “another boy” is occurred in the
160th and 187th frames, and compared with other frames,
“face paint” appears in a larger proportion in the 4th and 6th
frames. For the second example, the visual concept “boy”
appears as the main visual element in the 53th frame, so
the token "boy’ matches this frame instead of 84th~298th
frames where multiple visual elements appear. Compared
with coarse-grained embedding matching, our fine-grained
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System Human EMScore (F-idf) EMScore_ref (F-idf) CIDEr BERTScore (F-idf)
GT 0.937 (1) 0.581 (1) 0.639 (1) 0.178 (2) 0.498 (3)
ORG-TRL 0.751 (2) 0.539 (2) 0.606 (2) 0.185 (1) 0.527 (1)
Top-Down  0.730 (3) 0.530 (3) 0591 (3) 0.173 (3) 0515 (2)
AM_1 0.729 (4) 0522 4 0.584 (4) 0.146 (4 0.464 (4)
AM_2 0.714  (5) 0515 (5 0571 (5) 0.140 (5 0451 (5
AM_3 0.698 (6) 0512 (6) 0.566 (6) 0.134  (6) 0.447 (6)

Table 5. System-level ranking on the VATEX-EVAL dataset. Nine references are used in the reference-based metrics and our EMScore_ref.
Each column for the metrics in the table gives the score for each system and the ranking of the six systems. The red fonts highlight denote

that the metric’s ranking is inconsistent with humans.

face

bo; with
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Figure 7. EMScore precision visualization. Each token is matched to the most similar frame. The temporal index is shown under the frame.

Metric Accuracy(%) | Metric Accuracy(%)
BLEU_I 60.11 EMScore,.. 87.95
BLEU 4 66.11 EMScore (F-idf) 90.32
ROUGE_L 56.74 EMScore (F-idf) 89.47
METEOR 72.89 EMScore_ref,. 90.21
CIDEr 77.89 EMScore ref (F-idf) 93.00
BERTScore (F-idf) 86.68 EMScore_ref (F-idf) 92.42

Table 6. Pairwise ranking accuracy on ActivityNet-FOIL dataset.

one can take into account the characteristic of the video, and
provide more interpretability for EMScore.

5.2. Experiments on ActivityNet-FOIL

To test the capability of EMScore to identify “hallucinat-
ing” captions, we compute the accuracy of pairwise rank-
ing for each evaluation metric in their capacity to assign
a higher score to the correct candidate paragraph versus
the foil on the ActivityNet-FOIL dataset. Each candidate
paragraph has multiple captions, so we first compute the
caption score, then calculate the overall score of the para-
graph as the average score of multiple captions. The ground
truth for each caption is obtained by cutting the video and
the reference paragraph into multiple segments and refer-
ence captions, respectively, according to the timestamp of
the candidate captions. The accuracy results are shown in
the Tab.6, we have the following findings: (1) Even with-
out any reference, our EMScore outperforms all reference-
based metrics. Moreover, our EMScore reaches a notewor-
thy improvement in terms of accuracy by about 3% com-
pared to the best prior metric (BERTScore 86.68%). The
excellent result proves that it is effective to take the video
content as ground truth in the hallucination caption iden-
tification; (2) When enhanced by the reference, our EM-
Score_ref; achieves the highest accuracy (93.00%); (3) Due
to the large changes in the visual scene of the video in the
ActivityNet dataset, it will be more effective to consider
fine-grained embedding matching than coarse-grained one.
At the same time, the multi-granularity combination does
not bring performance improvement, and the results sug-

gest that it is sufficient to use fine-grained matching alone
for videos with large visual scene changes.

6. Conclusion

In this paper, we have conducted a systematic study on
the video captioning evaluation metrics. First, to solve the
drawbacks of reference-based metrics, we have proposed a
novel video captioning evaluation metric EMScore by mea-
suring the consistency between the video and caption. Sec-
ond, we have collected two datasets (VATEX-EVAL and
ActivityNet-FOIL) to systematically analyze the reliability
of the existing metrics. The VATEX-EVAL experiments
have demonstrated that our EMScore has a higher human
correlation and lower reference dependency. Moreover, it
is robust to quality drift, and consistent with humans on the
system-level ranking. The ActivityNet-FOIL experiments
have shown that our EMScore is sensitive to identifying
“hallucinating” captions.

Limitations. EMScore is an embedding-based metric, and
relies on the performance of used vision-language pre-
trained (VLP) model. More reliable evaluation scores can
be obtained by leveraging better VLP models to extract bet-
ter representations. More discussion about the effect of
VLP models is in the Appendix.
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