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Abstract

This paper investigates crowd counting in the frequency domain, which is a novel direction compared to the traditional view in the spatial domain. By transforming the density map into the frequency domain and using the properties of the characteristic function, we propose a novel method that is simple, effective, and efficient. The solid theoretical analysis ends up as an implementation-friendly loss function, which requires only standard tensor operations in the training process. We prove that our loss function is an upper bound of the pseudo sup norm metric between the ground truth and the prediction density map (over all of their sub-regions), and demonstrate its efficacy and efficiency versus other loss functions. The experimental results also show its competitiveness to the state-of-the-art on five benchmark data sets: ShanghaiTech A & B, UCF-QNRF, JHU++, and NWPU. Our codes will be available at: wbshu/CrowdCountingInTheFrequencyDomain

1. Introduction

The research field of image-based crowd counting has been flourishing since the density map based method is proposed [12]. After the Multi-Column Neural Network (MCNN) shows the power of using the deep Convolution Neural Network (CNN) to generate the density map [46], the combination of deep learning and density map learning has led the state-of-the-art. Among current state-of-the-art, the Bayesian Loss (BL) distinguishes itself by only changing the loss function in the whole pipeline [21]. The BL used the ground truth dot map to calculate class conditional distributions (CCD) for each position rather than generating a discrete density map as supervision. This elegant method showed that how to exploit the ground truth to offer proper supervisory information (i.e., the loss function) has a large impact on the final performance.

The ground truth dot map in itself has a large amount of useful information. Therefore, how to fully utilize the ground truth to provide high-quality supervisory information becomes one of the active issues in crowd counting. This issue has yielded a number of prominent research works recently. Among them, the Distribution Matching (DMCount) [37] and the Generalized Loss (GL) [35] used the optimal transport (OT) distance as the loss function between predicted density maps and the ground truth dot maps. When the DNN adjusts one predicted pixel value according to the pixel-wise L2 loss, it only considers the influence on the same pixel in the ground truth. In contrast, when the DNN adjusts one predicted pixel value according to the OT loss, it must consider the influence of all nearby pixels in the ground-truth according to their distances – the OT problem is a global optimization problem that jointly considers the transport of all pixels. Therefore, the family of OT losses is able to better exploit the position information of the ground truth to provide high-quality supervision.

Another approach that better used the groundtruth’s position information is the Purely Point-Based Framework (P2PNet) [31], which directly taught the network to predict people’s head positions in the ground truth. The exact position information in the ground truth was used in training by calculating a one vs. one match between the prediction and the ground truth.

However, these SOTA methods also have some flaws. Firstly, both the OT loss [35,37] and the P2PNet [31] require inefficient external algorithms to extract the spatial information from the ground truth in each training step. For the OT loss, the Sinkhorn algorithm [22] is executed to obtain the optimal transport matrix, while for P2PNet, the Hungarian algorithm [11] is required to get the one vs. one point matches. Both of these algorithms require a number of iterations and are carried out in each training step, which makes the OT/P2PNet training less efficient. Furthermore, the complex logic of the Hungarian algorithm makes it hard to use the advantage of parallelization in GPU. Indeed the official codes of P2PNet implemented it in CPU, which further decreases the efficiency compared with methods whose pipelines are fully implemented in GPU.

Secondly, although the position information is fully used in OT/P2PNet, the counting information of the ground truth
Figure 1. Our framework for crowd counting in the frequency domain. The dispersed spatial information in the predicted and ground-truth density maps is converted to compact information in the frequency domain by computing their characteristic functions. Then our loss is the L1-norm between the characteristic functions. We prove that our loss is an upper-bound to a pseudo sup norm metric between density maps (over all sub-regions), which makes it provide high-quality supervision for training crowd counting models, and consequently outperform other SOTA loss functions on crowd counting.

is underexploited. Hence, OT/P2PNet used different methods to remedy this issue: OT loss introduced extra loss terms; P2PNet required setting the maximum number of points in each patch of images, but this information is actually unknown in the test image. These additional remedies also created additional hyperparameters, which need to be tuned or balanced.

To address these problems in the current SOTA, we investigate a new method that fully harnesses both the position information and counting information of the ground truth. We hope the new method both provides the high-quality spatial supervisory information for training, and easily extracts it from the ground truth. Such properties may be hard to fulfill in the spatial domain, so instead we turn to an analysis in the frequency domain. Our solution is to use the characteristic functions of finite measures (i.e., unnormalized probability densities). It is intuitive that a density map is a finite measure on the 2D plane, and the position information and counting information are all in the finite measure. However, in the spatial domain, that information is spread out everywhere, and thus the global spatial information is hard to use without some external algorithms to extract it (e.g., the Sinkhorn algorithm [22] for the OT loss [35, 37], the Hungarian algorithm [11] for the P2PNet [11]). In contrast, if the finite measure is transformed into the frequency domain, then the spatial information is hierarchically organized in a compact range around the origin in the frequency domain. Values closer to the origin contain a larger proportion of global spatial information, while values further from the origin contain a larger proportion of local position information. Hence, a proper loss function on the frequency domain will adequately deliver all the information to the DNN for training (see Fig. 1).

The characteristic function is exactly a representation of the finite measure on the frequency domain. Although it is originally defined for probability distributions, here we extend the definition to the finite measure so that some vital properties of the original definition are carried over. These properties play an important role throughout the analysis in the paper, and we will show their effects later. In summary, the contributions in the paper are:

- We extend the definition of the characteristic function from probability distributions to finite measures, as well as prove or intensify some of its vital properties. Thus, we transfer the learning problem from supervision with spatial density maps to supervision with frequency-domain characteristic functions, where the latter compactly summarizes the dispersed spatial information, which is more suitable for supervision. To the best of our knowledge, this is the first work investigating crowd counting in the frequency domain.
- Using properties of the characteristic function, we propose a simple, effective, and efficient loss function that provides high-quality supervisory information for training, and, in contrast to previous works, does not require external algorithms for extracting spatial information.
- We prove that minimizing our loss function will decrease the upper bound of a pseudo sup norm metric between the predicted and the ground truth density map (over all sub-regions), which is effective for crowd counting.
- The experimental results on five benchmark datasets show our method’s competitiveness, and our loss function outperforms a large number of baseline and SOTA loss functions, while also being more efficient.

2. Related works

Image-based crowd counting. Research on image-based crowd counting can be divided into several stages. The early methods used various features to detect the heads/people in the image [8, 13, 15, 32, 41, 45, 47], and then the counting was based on the detection results. The second stage is based on “image to count”, where methods directly regressed the people count from the input image [5–7, 16, 23, 25, 38]. The current prevalent methodology is regressing the density map from the image, which forms the basis of most recent works due to its effectiveness as an intermediate representation.

Density map regression. The density map method was first proposed in [12]. Afterwards, [46] reached a milestone by using the CNN to predict the density map from the image, and then the combination of deep learning and density map regression has led the trend in the crowd counting. The recent supervised learning methods can be roughly divided into two categories: improving network architecture
design [2, 4, 14, 17, 18, 26, 43, 44]; and improving loss functions for training [21, 31, 34, 35, 37]. Our method belongs to the second category.

Improving training and loss functions. Recent methods [21, 31, 34, 35, 37] aim to extract high-quality supervisory information from the ground truth to make training more effective (e.g., robust to spatial annotation noise or more accurate in position match). The representative works [31, 35, 37] achieved remarkable results, but they require inefficient external algorithms to extract spatial information from the ground truth on each training image. On the other hand, they lack the exploitation of the counting information, while they focus on the local position information of the ground truth. In contrast, by transforming the dispersed spatial information to compact frequency-domain information, our method can naturally use the counting information for position information simultaneously for supervision. Furthermore, our method does not require external algorithms for extracting this information.

3. Crowd counting in the frequency domain

In this section, we introduce our framework of crowd counting in the frequency domain, i.e., the crowd counting based on characteristic functions of density maps. First, we introduce the mathematical concepts of measure and characteristic function, and then extend the definition of the characteristic function from distribution to the density map. Second, we prove some useful properties of the characteristic function of density maps. Third, we elaborate on our loss function based on the characteristic function, and analyze its properties. Fourth, we discuss how to implement our method based on empirical and theoretical supports.

3.1. Characteristic function of the density map

In mathematics, the measure is a non-negative set function defined on a \( \sigma \)-algebra, which possesses the property of \( \sigma \)-additivity. The formal definition is as follows.

**Definition 1 (Measure)** A measure is a set function \( m \) defined on a measurable space \( (\Omega, \mathcal{F}) \), where \( \Omega \) is the total space and the family of sets \( \mathcal{F} \) is a \( \sigma \)-algebra (comprising subsets of \( \Omega \) that are closed under union, intersection, and complement), that satisfies:

(i) non-negativity: \( m(A) \geq 0 \), \( \forall A \in \mathcal{F} \).
(ii) \( \sigma \)-additivity: \( m(\emptyset) = 0 \), where \( \emptyset \) is the empty set.

and \( m(\bigcup_{i=1}^{\infty} A_i) = \sum_{i=1}^{\infty} m(A_i) \) for a countable set \( \{ A_i | A_i \in \mathcal{F}, A_i \cap A_j = \emptyset \text{ if } i \neq j \} \).

If \( m(\Omega) < \infty \), i.e., the total measure is finite, then it is a finite measure.

Thus, the density map is a finite measure on the 2D plane – \( \Omega \) is the 2D Euclidean space \( \mathbb{R}^2 \) and \( \mathcal{F} \) are all Borel sets.

**Definition 2 (Density Map)** A density map in crowd counting is a finite measure defined on \( (\mathbb{R}^2, \mathcal{B}_{\mathbb{R}^2}) \), where \( \mathbb{R}^2 \) is the 2D Euclidean space and \( \mathcal{B}_{\mathbb{R}^2} \) is all the Borel sets on \( \mathbb{R}^2 \). The density map’s total measure on \( \mathbb{R}^2 \) equals the total people count.

A discrete density map is a density map whose measure is only distributed on a set of finite points, i.e., if the density map \( m \) satisfies the following property:

\[
m(A) = \sum_{i=1}^{n} m(\{x_i\} \cap A), \forall A \in \mathcal{B}_{\mathbb{R}^2},
\]

where \( x_i \in \mathbb{R}^2 \) are those points with non-zero measure, then \( m \) is a discrete density map.

Next, we introduce the definition of the characteristic function for probability distributions, which is a class of special finite measures with total measure of 1.

**Definition 3 (Characteristic Function for Distributions)** Given a distribution \( d \) defined on \( \mathbb{R}^n \), its characteristic function \( \varphi_d \) is a complex-valued function defined on \( \mathbb{R}^n \):

\[
\varphi_d(t) = \mathbb{E}_{X \sim d}[e^{i\langle t, X \rangle}],
\]

where \( t \in \mathbb{R}^n \) is the independent variable of the frequency domain, \( \mathbb{E}_{X \sim d} \) is expectation under \( X \) with distribution \( d \), and \( i \) is the imaginary unit.

Since the probability distribution is just the finite measure with the total measure of 1, we can naturally extend the definition of characteristic functions to finite measures (i.e., density maps).

**Definition 4 (Characteristic Function for Measures)**

Given a finite measure \( m \) defined on \( \mathbb{R}^n \), its characteristic function \( \varphi_m \) is a complex-valued function defined on \( \mathbb{R}^n \):

\[
\varphi_m(t) = \int_{\mathbb{R}^n} e^{i\langle t, x \rangle} dm(x),
\]

where \( dm(x) \) means the integral is calculated based on measure \( m \).

Thus, the characteristic function of a density map can be calculated by Def. 2 and Def. 4.

3.2. Properties of the characteristic function

Next we derive several vital properties of characteristic functions of finite measures. For clarity, we will directly present these properties for density maps, rather than finite measures. Thus, in the remaining, the terminology “density map” refers the finite measure defined on \( (\mathbb{R}^2, \mathcal{B}_{\mathbb{R}^2}) \) (see Def. 2). All proofs appear in the supplemental.
Property 1 (Uniqueness) The characteristic function uniquely determines the density map and vice versa. Suppose that $\phi_{m_1}$ and $\phi_{m_2}$ are two characteristic functions derived from two density maps $m_1$ and $m_2$ respectively. Then, we have
\[ \phi_{m_1}(t) = \phi_{m_2}(t) \text{ a.e.} \] if and only if
\[ m_1(A) = m_2(A), \quad \forall A \in \mathcal{B}_{\mathbb{R}^2}. \] We denote this as $m_1 = m_2$. In (4), a.e. means $L\{t \in \mathbb{R}^2 | \phi_{m_1}(t) \neq \phi_{m_2}(t)\} = 0$, where $L$ is the Lebesgue measure.

Remark Intuitively, this property states that if two density maps’ characteristic functions are the same, then the density maps are the same, and vice versa. This property mainly removes the problem of non-unique optimal solutions in the loss function, which is pointed out by [37] as a potential drawback of the BL [21].

Property 2 (Linearity) Suppose that $m_3$ is a linear combination of two density maps $m_1$ and $m_2$,
\[ m_3 = \alpha m_1 + \beta m_2, \quad \alpha, \beta \geq 0 \] then
\[ \phi_{m_3}(t) = \alpha \phi_{m_1}(t) + \beta \phi_{m_2}(t). \] This property helps to simplify the derivation of the characteristic functions of predicted and ground truth density maps, since they are actually the linear combinations of simple singleton measures or Gaussian distributions.

Property 3 (Inversion Formula) For a density map $m$, suppose there is a box area $A = [a_1, b_1] \times [a_2, b_2]$ in $\mathbb{R}^2$ with zero measure boundary, i.e.,
\[ m(\partial A) = 0 \] where $\partial A$ means the boundary of $A$, then we have
\[ m(A) = \lim_{T \to \infty} \frac{1}{(2\pi)^2} \int_{[-T,T]^2} \int_A \phi_m(t)e^{-i(t,\xi)} \, dx \, dt \] where $dx$ and $dt$ mean both the first and second integral are calculated based on Lebesgue measure.\(^1\)

Remark This is a crucial property bridging the density map and its characteristic function. This property illustrates how the spatial domain’s counting information and position information are together absorbed into the characteristic function. Although the integral in (9) is on the whole frequency domain $\mathbb{R}^2$, Fig. 2 shows that most information is concentrated on a very compact range in the frequency domain. Thus, the characteristic function of the density map has near-zero value outside this range, which makes little contributions to the integral. With only the information concentrated on a small range in the frequency domain, every area’s people count and population distribution can be known by Property 3. Compared with the dispersed information in the spatial domain, the compact information in the frequency domain is more suitable to use for training.

Property 4 (Lipschitz Continuity) If a density map $m$ is a discrete density map (see Def. 2) or a discrete density map convolved with a Gaussian kernel, then the characteristic function $\phi_m(t)$ is Lipschitz continuous.

Remark This property plays an important role in the implementation of our method. Since there is no analytical solution to our method, we use an approximation method based on this property to calculate the loss.

3.3. Characteristic function loss

In this subsection, we propose our loss function based on characteristic functions and analyze it theoretically. Fig. 1 shows the flow chart of our method. Given the ground truth density map $m_g$ and the predicted density maps $m_p$, our loss function is the $L_1$-norm metric between their characteristic functions $\phi_{m_g}$ and $\phi_{m_p}$, i.e.,
\[ l_{chf}(m_g, m_p) = \int_{\mathbb{R}^2} |\phi_{m_g}(t) - \phi_{m_p}(t)| \, dt \] We denote our loss $l_{chf}$ as the chf loss.

To prove its effectiveness, we first show that the chf loss is not underdetermined, which is proposed in [37] to describe the case when the loss $l$ can be zero when two density maps $m_1$ and $m_2$ are not equal, i.e., $\exists m_1 \neq m_2$, s.t. $l(m_1, m_2) = 0$. If a loss is underdetermined, then minimizing the loss may not make the prediction close to the ground truth [37]. Hence a good loss function should not be underdetermined, which is the case for our chf loss. (All proofs are in the supplemental.)

\(^1\)Note that when $dx$ or $dt$ appears in the next context, it also means the integral is calculated based on Lebesgue measure.

\(^2\)Note here that we directly use the Lebesgue integral on $\mathbb{R}^2$, but in (9) we use a limit formula rather than the direct Lebesgue integral. As they are not always identical, some care is needed and we provide the mathematical details in the supplementary.
Proposition 1 The chf loss \( l_{\text{chf}} \) is not underdetermined.

Next we show what will happen to the predicted density map when the chf loss decreases w.r.t. the ground-truth.

Proposition 2 For the ground truth density map \( m_g \) and the predicted density map \( m_p \),

\[
|m_g(A) - m_p(A)| \leq (2\pi)^{-2} l_{\text{chf}}(m_g, m_p) \mathcal{L}(A),
\]

for any open set \( A \in \mathcal{B}_{\mathbb{R}^2} \). Here \( \mathcal{L} \) means the Lebesgue measure, i.e., area of \( A \).

This proposition reveals why the chf loss is effective. Rearranging the terms in (11), we obtain

\[
(2\pi)^2 \frac{|m_g(A) - m_p(A)|}{\mathcal{L}(A)} \leq l_{\text{chf}}(m_g, m_p), \forall A \in \mathcal{B}_{\mathbb{R}^2}.
\]

and thus the chf loss is an upper-bound to the normalized counting errors of all sub-regions \( A \) in the density map, \( \frac{|m_g(A) - m_p(A)|}{\mathcal{L}(A)} \), where the normalization is based on the sub-region area \( \mathcal{L}(A) \).

Next, we define the “sup norm” metric between two density maps, which is the largest normalized error over all sub-regions, as

\[
\Delta(m_g, m_p) = \sup_{\partial A = \emptyset \land \mathcal{L}(A) \neq 0} \frac{|m_g(A) - m_p(A)|}{\mathcal{L}(A)},
\]

where \( \partial A = \emptyset \) means \( A \) has an empty boundary (i.e., it is an open set), and \( \mathcal{L}(A) \neq 0 \) means it has non-trivial Lebesgue measure. Our sup norm in (13) has similar flavor to the MESA (Maximum Excess over SubArrays) loss from [12], except that MESA is defined using rectangular regions and is unnormalized, whereas ours is defined over all sub-regions and is normalized.

Finally, we obtain

\[
(2\pi)^2 \Delta(m_g, m_p) \leq l_{\text{chf}}(m_g, m_p),
\]

and thus minimizing the chf loss is equivalent to minimizing the upper bound of our sup norm metric \( \Delta(m_g, m_p) \) between the prediction and the ground truth, i.e., minimizing the largest normalized error over all sub-regions. Using the chf loss for training will apply supervision more evenly on all region counts, which avoids individual pixel-wise fluctuations in the spatial domain (e.g., inherent with pixel-wise losses like L2). Specifically, (12-14) show that decreasing the chf loss will ensure the closeness of the prediction to the ground-truth for all areas in the spatial domain, i.e., both local and global counts are considered for supervision.

3.4. Implementation of the chf loss

Since the integral in (10) for the chf loss is not analytically solvable, we next propose an approximation to the chf loss in this subsection. The integral in the chf loss is approximated using two steps: 1) truncating the infinite integral range on a finite range; 2) using the Riemann sum to approximate the integral in this finite range.

Truncating the integral. As illustrated in Fig. 2, the characteristic function values outside a compact central range are typically very small. The empirical and theoretical evidence also support that the integral on the compact range has small difference from the integral on the whole domain. In theory, considering a discrete density map obtained by convolving a dot map with a Gaussian kernel, then the following proposition gives an upper bound to the average error between the original density map and the reconstructed density map.

Proposition 3 Suppose the density map \( m \) is obtained by convolving a discrete dot map with a Gaussian kernel whose bandwidth is \( \sigma \), and the reconstructed density map from its characteristic function \( \varphi_m \) restricted on the disk \( B(0, \tau) \) is \( \tilde{m} \). Let \( T \) be the total measure of \( m \). Then on any non-empty box area \( A \) with trivial boundary, i.e., \( m(\partial A) = 0 \), we have

\[
\frac{|m(A) - \tilde{m}(A)|}{\mathcal{L}(A)} \leq \frac{T \exp(-\frac{\tau^2}{4\pi \sigma})}{2\pi \sigma}. \]

Proposition 3 indicates that the the error between the original and the reconstructed ground truth density map can be well bounded by an exponentially decaying term if we take the dot map convolved with a Gaussian kernel as the
ground truth. In the concrete implementation, we use the Gaussian kernel with bandwidth 8 which is the conventional setting. If we confine the integral range from $\mathbb{R}^2$ to the disk $\{|x|^2 < 0.5\}$ and suppose the total people count is at most 0.1 million people in a training image, then by Proposition 3 the error upper bound is approximately 0.08.

The above upper bound is loose and in practical situation the approximation is even better. Fig. 3 shows the comparison between the original density map and the reconstructed density map from the truncated characteristic function. They are nearly the same, which suggests not much information is lost when truncating the integral.

**Approximating the integral.** Although the integral is confined to a small range, the integral of chf loss still needs to be approximated with the Riemann sum. Property 4 shows the nice continuity of the characteristic function, which gives a firm theoretical guarantee for the Riemann sum approximation. Furthermore, some empirical results will be shown in Subsection 4.4.

The approximation introduces two hyperparameters in our method: 1) the granularity of the grid in the Riemann sum; 2) the integral range. One of the important functions of Property 4 is to decouple the two hyperparameters. Property 4 demonstrates a uniform continuity of the characteristic function, which means the intensity of the continuity is similar everywhere in the domain. Therefore, if the granularity of the Riemann sum approximation works fine on some integral range, then it also works on any integral range. Hence, the granularity of the Riemann sum approximation is independent of the integral range. Then the hyperparameter search is converted from a two-dimensional grid search to two one-dimensional linear searches, which are more efficient.

**Implementation.** Finally, the implementation of our chf loss is illustrated in Fig. 4. For a given image, let there be $M$ people in the ground truth with locations $\{\mu_j\}_{j=1}^M$. Convolving each person $j$ with a Gaussian kernel with covariance matrix $\Sigma_j$ yields a Gaussian distribution $\mathcal{N}(\mu_j, \Sigma_j)$. Then, the ground truth density map $m_g$ is the stack of all of the $M$ Gaussian distribution, i.e.,

$$m_g = \sum_{j=1}^M \mathcal{N}(\mu_j, \Sigma_j),$$

and by Property 2, we have

$$\varphi_{m_g}(t) = \sum_{j=1}^M \varphi_{\mathcal{N}(\mu_j, \Sigma_j)}(t) = \sum_{j=1}^M \exp \left( i \mu_j^T t - \frac{t^T \Sigma_j t}{2} \right).$$

Note that $\varphi_{m_g}$ can be calculated directly from the positions and covariances $\{\mu_j, \Sigma_j\}$ without computing the ground-truth density map with convolution.

Let $P(x)$ be the values in 2D matrix corresponding to the predicted density map at spatial locations $x$. The prediction density map $m_p$ is also a stack of singleton measures, and by Property 2 again we have

$$\varphi_{m_p}(t) = \sum_x P(x) \delta(x) = \sum_x \exp(i x^T t) P(x),$$

where $\delta(x)$ is the impulse function located at $x$.

Suppose that we truncate the integral range in (10) to $\tilde{R}$, and use the Riemann sum approximation. Then $\tilde{R}$ is divided evenly into small square grids. Suppose the center points of all the grids construct the set $\tilde{R}$, and the edge size of the square grid is $c$, then the approximation to the integral in (10) is

$$\hat{l}_{\text{chf}}(m_g, m_p) = c^2 \sum_{t \in \tilde{R}} \left| \varphi_{m_g}(t) - \varphi_{m_p}(t) \right|.$$  \hspace{1cm} (19)

Finally, substituting (17) and (18) into (19) gives the final form of our chf loss:

$$\hat{l}_{\text{chf}}(m_g, m_p) = c^2 \sum_{t \in \tilde{R}} \left| \sum_{j=1}^M \exp(i \mu_j^T t - \frac{t^T \Sigma_j t}{2}) - \sum_x \exp(i x^T t) P(x) \right|. \hspace{1cm} (20)$$

### 4. Experiments

In this section we present the experiment results validating the efficacy of our chf loss function, including comparisons with SOTA and ablation studies.

#### 4.1. Experiment setup

The experiments are carried out on five benchmark data sets: ShanghaiTech A & B [46], UCF-QNRF [9], JHU++ [29, 30], and NWPU [39]. For UCF-QNRF, we resize the images such that the image’s shortest length does not exceed 1536. For JHU++ and NWPU, similar resizing is performed for length 2048. The image crop window size is 384 for UCF-QNRF, JHU++, and NWPU, 128 for ShanghaiTech A, and 512 for ShanghaiTech B.

The density map regression network consists of the feature extraction layers of VGG19 [27] connected to a regression module composed of three convolution layers, which is the same architecture used in [21, 34, 35, 37]. Training uses our proposed chf loss in (20), denoted as “ChfL”, and the optimizer is Adam [10] with the learning rate 1e-5 and the weight decay 1e-4.

For the ground-truth density map, we use a Gaussian kernel with the conventional bandwidth 8 pixels. Note that we do not need to calculate the ground-truth density map in the implementation, since its characteristic function can be directly obtained in closed-form from the annotated positions (see Eq. 17). For the other two hyperparameters of our chf loss: 1) the integral range is set to $[-0.3, 0.3]^2$ for all data sets; 2) the grid granularity in the Riemann sum approximation is set to 0.01 for all datasets.
can be quickly completed using standard tensor operations. Moreover, [37] and [35] require an external Sinkhorn algorithm running dozens of even hundreds of iterations in each training batch. While [34] needs to invert large matrices in each training batch. Nevertheless, the chf loss does not require any other external algorithm, and the calculation can be quickly completed using standard tensor operations.

The evaluation metrics follow the standard convention: the Mean Absolute Error (MAE) and the Root Mean Square Error (MSE) are adopted.

**4.2. Comparison of loss functions**

First we compare our chf loss with state-of-the-art loss functions in crowd counting in Table 1. All of the loss functions use the same network architecture proposed in [21]. Our chf loss outperforms the other losses on all datasets. Moreover, [37] and [35] require an external Sinkhorn algorithm [22] running dozens of even hundreds of iterations in each training batch, while [34] needs to invert large matrices in each training batch. Nevertheless, the chf loss does not require any other external algorithm, and the calculation can be quickly completed using standard tensor operations.

**Table 1. Comparison with state-of-the-art loss functions.** All losses use the same network architecture from [21].

<table>
<thead>
<tr>
<th>Loss</th>
<th>MAE s</th>
<th>MSE</th>
<th>MAE s</th>
<th>MSE</th>
<th>MAE s</th>
<th>MSE</th>
<th>MAE s</th>
<th>MSE</th>
<th>MAE s</th>
<th>MSE</th>
<th>MAE s</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL [21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NoiseCC [34]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DM count [37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GL [35]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ChfL (ours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the efficiency comparison among these loss functions. Since they use the same network architecture and the losses are only calculated in the training phase, the identical inference time is omitted here. From the table, BL [21] is the most efficient loss function among them, but BL also has the poorest performance. Our chf loss has 2nd highest efficiency, as well as the 2nd lowest number of hyperparameters, while also achieving best MAE. Note that there are only 300 training images in the timing test, and the efficiency advantage will increase as the training size and number of epochs increase.

**4.3. Comparison with SOTA**

Table 3 shows the comparison between our chf loss and the current SOTA. For fairness, this comparison only considers methods using a single model and trained on the individual datasets. Although our method is simple, our chf loss is competitive against current SOTA on large-scale datasets, obtaining lowest MAE/MSE on UCF-QNRF.
Table 3. Comparison with state-of-the-art single-model methods trained on individual data sets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>training time / per epoch</th>
<th>inference time / per epoch</th>
<th>crop size of images in training</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDMG [36]</td>
<td>83.3 x 10^{-3}</td>
<td>6.9 s</td>
<td>512</td>
</tr>
<tr>
<td>P2PNet [34]</td>
<td>60.8 s</td>
<td>11.8 s</td>
<td>128</td>
</tr>
<tr>
<td>ChfL (ours)</td>
<td>15.4 s</td>
<td>6.9 s</td>
<td>512</td>
</tr>
</tbody>
</table>

Table 4. Running time of recent algorithms. The inference time is measured using the test set (182 original images) of ShanghaiTech.

Table 5. Comparison with recent algorithms on ShanghaiTech A and B.

5. Limitations

By convention the density map is computed as the convolution between the dot map and the Gaussian kernel. Other works have shown that transforming the dot map into a smooth representation is also helpful to make training robust for counting [9, 21, 36, 46]. Indeed, in our framework, the Gaussian kernel acts like a low-pass filter to diminish high-frequency content, which allows for truncation of the integral for the frequency domain. Therefore, convolving the dot map with the Gaussian kernel or other low-pass filter kernel is required in our framework.

6. Conclusions

In this paper, we have studied crowd counting using supervision in the frequency domain. By extending the definition of characteristic function to the density map (finite measures) and proving a series of key properties, we build the foundation of a new paradigm in supervision for training crowd counting models. Based on this foundation, we propose a simple, effective, and efficient method in the form of the chf loss function. The theoretical analysis plays an important role across the spectrum of the method’s design, implementation, and hyperparameter selection. We elucidate why our chf loss is effective, through proving that it is an upper-bound to a sup-norm metric between two density maps (over all sub-regions). Experiment results demonstrate its superiority to other SOTA loss functions. We hope that our work will inspire future work on designing loss functions for crowd counting in the frequency domain so as to better exploit the ground-truth information.
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