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Abstract

Amodal completion is a visual task that humans per-
form easily but which is difficult for computer vision al-
gorithms. The aim is to segment those object boundaries
which are occluded and hence invisible. This task is partic-
ularly challenging for deep neural networks because data
is difficult to obtain and annotate. Therefore, we formu-
late amodal segmentation as an out-of-task and out-of-
distribution generalization problem. Specifically, we re-
place the fully connected classifier in neural networks with
a Bayesian generative model of the neural network fea-
tures. The model is trained from non-occluded images us-
ing bounding box annotations and class labels only, but
is applied to generalize out-of-task to object segmentation
and to generalize out-of-distribution to segment occluded
objects. We demonstrate how such Bayesian models can
naturally generalize beyond the training task labels when
they learn a prior that models the object’s background con-
text and shape. Moreover, by leveraging an outlier process,
Bayesian models can further generalize out-of-distribution
to segment partially occluded objects and to predict their
amodal object boundaries. Our algorithm outperforms al-
ternative methods that use the same supervision by a large
margin, and even outperforms methods where annotated
amodal segmentations are used during training, when the
amount of occlusion is large. Code is publicly available at
https://github.com/YihongSun/Bayesian-Amodal.

1. Introduction

In our everyday life, we often observe partially occluded
objects. Humans can reliably recognize the visible parts
of an object and use them as cues to estimate the occluded
parts. This perception of the object’s complete structure un-
der occlusion is referred to as amodal perception [28].

In computer vision, amodal segmentation is important to
study, both for its theoretical values and real-world appli-
cations. The main limitation of current approaches is the

Figure 1. Our Bayesian model takes the object bounding box as
input and estimates the three segmentation masks on the right: the
visible object parts in blue, the invisible object parts in red, and the
background context in green. The model is fully probabilistic, and
the pixel brightness shows the confidence of the model prediction.

requirement of detailed supervision of amodal object masks
either through human annotation [13, 24, 30] or by generat-
ing artificially occluded images [38]. Moreover, these meth-
ods assume that the object class of the occluder is known at
training time. This is an important limitation in real-world
applications, such as autonomous driving, where potential
occluders can be any kind of real-world object.

We formulate amodal segmentation as an out-of-task
and out-of-distribution generalization problem, where a
Bayesian generative model is trained from non-occluded
objects with bounding boxes and class annotations only, but
generalizes to amodal segmentation of partially occluded
objects (Figure 1). Intuitively, our model can be under-
stood as a convolutional neural network, in which the fully-
connected classification head is replaced with a Bayesian
generative model of the neural features. During inference,
the latent model parameters (i.e. object class and amodal
segmentation) are estimated such that the features of the in-
put image are explained by the Bayesian model with max-
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imum likelihood. The invariance properties of the neural
features enable us to avoid explicitly modeling nuisances
such as small deformations or illumination changes.

Our work builds on recent approaches of learning gen-
erative models of neural network features for image classi-
fication [19, 20], and extends these in several ways to en-
able amodal segmentation. In particular, we extend the net-
work architecture with a generative model of the object’s
background context, as well as a prior of the object shape.
Unlike standard Deep Network approaches, this makes the
notion of the background context and the object shape ex-
plicit. Together, these priors enable our model to be trained
from bounding box and class supervision only and general-
ize out-of-task to object segmentation. The Bayesian model
is combined with an outlier process to make it robust to par-
tial occlusion. The outlier process enables us to formulate
amodal segmentation as an out-of-distribution task, where
the model is trained from non-occluded images, but gener-
alizes to images with partially occluded objects. We discuss
how the full Bayesian model can be learned using maxi-
mum likelihood estimation with an EM-type algorithm. We
also demonstrate that a joint end-to-end fine-tuning of the
Bayesian model and the convolutional feature extractor fur-
ther improves the performance by a steady margin.

Our experiments on all common datasets for amodal
segmentation, KITTI Instance dataset (KINS) [30], COCO
Amodal cls. [12] and Occluded-PASCAL3D+ [33], show
that our Bayesian approach outperforms related weakly-
supervised work by a large margin and even outperforms
fully supervised methods when the amount of occlusion is
large. In summary, we make several contributions:

1. We formulate amodal instance segmentation as an
out-of-task and out-of-distribution generalization
problem with a Bayesian generative model.

2. Our Bayesian model is learned from bounding box
and class labels only and outperforms alternative
weakly-supervised methods by a large margin and
even outperforms supervised methods (where anno-
tated amodal segmentations are used during training)
when the amount of occlusion is large.

3. To the best of our knowledge, our model is the first for
amodal segmentation that generalizes to previously
unseen occluders.

2. Related Work

Amodal Segmentation. One of the first works in
amodal segmentation is proposed by Li et al. [24] with an
artificially generated occlusion dataset. Recently, the KINS
[30] and Amodal COCO [41] datasets were introduced,
which contain real-world occlusion and human estimated

amodal segmentation masks. Related work on amodal seg-
mentation follow a fully supervised approach, where ei-
ther human-estimated amodal segmentation annotations are
used [13, 30, 36], or synthetic occlusions are created to cre-
ate training data [26, 29, 38]. However, these approaches
make implicit assumptions about the amount of occlusion
at test time, or even require the class of the occluder to
be known at test time [29, 38]. In contrast, we introduce
a Bayesian approach to this problem which is trained from
non-occluded objects only and does not require any amodal
supervision.

Robustness to Occlusion with Bayesian Models.
Amodal segmentation is a relatively new research direction,
but research on robustness to partial occlusion has received
a lot of attention. In the following we focus solely on works
that directly relate to ours. Recent studies [21, 40] showed
that typical deep learning approaches to image classification
are significantly less robust to partial occlusions than human
vision. In contrast, Bayesian approaches are significantly
more robust to partial occlusion, as shown in the domains
of image classification [19], pose estimation [32], general
object detection [20,33], scene understanding [27,31], face
reconstruction [9] and human detection [14]. In this work,
we generalize such Bayesian generative models of neural
features to amodal segmentation by leveraging estimated
per-pixel occlusion statistics. Notably, our work is related
to Bayesian generative approaches that were developed in
the pre-deep-learning-era [34]. However, our combination
of modern deep learning with Bayesian generative models,
enables us to generalize to very complex data with weak
supervision only.

Weakly-supervised Segmentation. Due to the demand-
ing task of acquiring expensive per-pixel annotations, many
weakly-supervised instance segmentation methods have
emerged that leverage cheaper labels, including image-level
[1, 3, 5, 23, 39, 42] and box-level annotations [16, 17]. No-
tably, Zhou et al. [39] propose to use image-level annota-
tions to supervise instance segmentation by exploiting class
peak responses to enable a classification network for in-
stance mask extraction. Additionally, Hsu et al. [16] uses
box-level annotations to achieve instance segmentation by
exploiting the bounding box tightness prior. Finally, Shape-
mask [22] addresses instance segmentation of objects with
novel categories without mask annotations. Through ex-
ploiting the shape priors of known objects learned from
ground truth masks, Shapemask learns the object shape and
generalizes instance segmentation to novel categories. In
contrast, our proposed model is able to learn shape priors
without any pixel-level supervision.

3. A Bayesian Model for Amodal Segmentation
In the following, we introduce our model by first describ-

ing its input, then a simplified version of the model, and fi-
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nally we proceed to develop our full Bayesian model. The
structure of this section also serves to clarify the similar-
ity and differences between our model and related work on
generative models of neural network features.

3.1. The input to our model: Neural Features

Our model takes as input a feature map F̄ = ψ(I, ζ) at
the top convolution layer of a Deep Neural Network where I
is the input image and ζ are the weights of the convolutional
layers. The network weights can be learnt by pre-training
on ImageNet or can be directly trained end-to-end. The key
property of these feature vectors is that they tend to be in-
variant to unimportant details of the object, which makes
it easier to learn a Bayesian generative model compared to
using RGB pixels as input. We denote the features within
a given bounding box D by F = {fa : a ∈ D}, where a
denotes the position on the lattice within the bounding box.
Hence, F denotes a cropped subset of the feature map F̄ .

3.2. A Simplified Generative Model

We now discuss a simplified Bayesian generative model
of the feature vectors and discuss how it can be modified
to make it robust to occluders and how it can be learned.
For each object, we assume that the features are generated
by a mixture of distributions, which roughly correspond to
the viewpoint of the objects (Equation 1). This is similar to
deformable part models [10, 11] where these mixtures also
have to be learnt without supervision. However, these ap-
proaches are not generative and do not address the problem
of partial occlusion.

The simplest generative probability model, which cor-
responds to the model introduced in related work [19, 20],
specifies a probability distribution:

P (F |y)=
∑
m

p(F |y,m)P (m)=
∑
m

∏
a∈D

Pa(fa|y,m)P (m),

(1)

Pa(fa|y,m)=Pa(fa|A,Λ)=
∑
k

αy,m
i,k P (fa|σk, µk),

(2)

p(f |σk, µk) =
eσkµ

T
k f

Z(σk)
, ||f || = 1, ||µk|| = 1, (3)

where y denotes the object class andm refers to the mixture
component. The number of mixtures is fixed a-priori and
the mixture components are learnt in an unsupervised man-
ner (similar as in Gaussian mixture models). P (m) is an
uniform prior over the mixture components, A = {αy,m

i,k }
are mixture coefficients and Λ = {σk, µk} are the parame-
ters of a von-Mises-Fisher (vMF) distribution (Equation 3).
We choose a vMF distribution, because normalizing the fea-
ture vectors to unit norm makes it more feasible to estimate
the model parameters in the high dimensional feature space

Figure 2. Compositional Shape Priors P (w⃗|y,m). M = 8 com-
positional shape priors belonging to the car class are shown. Note
that in every prior, shape and 3D pose encoding are learned by
leveraging bounding box supervision only.

of neural networks (note that the dimensionality of a feature
vectors fa in higher convolutional layers is typically 1024).

Learning the model parameters. In most of this pa-
per, we assume that the parameters ζ of the Deep Network
have been learnt in advance. This enables the remaining
parameters of the model to be learnt by standard Bayesian
methods using Maximum Likelihood via the Expectation-
Maximization (EM) algorithm. Since our Bayesian model
is fully differentiable, we will also discuss an alternative
end-to-end learning method which learns all model parame-
ters jointly in Section 3.5. The end-to-end training improves
over the ML solution by a small but steady margin.

As shown in [19, 20], the parameters Λ correspond in-
tuitively to a vocabulary of parts of the objects and can be
learnt simply by the EM algorithm [6] initialized by the K-
Means++ clustering algorithm [2]. The probability distri-
butions P (F |y) can be learnt using maximum likelihood to
estimate the parameters A. This also only requires the sim-
ple application of the EM algorithm because of the latent
mixture variables m. For the sake of clarity, we refer the
reader to our implementation for details on the EM learning,
as the application of EM algorithm is a standard process for
statistical distributions with unobserved latent variables.

Finally, the inference process is a feed-forward pass
through the network to estimate ŷ = argmaxy P (F |y).

Occlusion modeling. To make this model robust to oc-
cluders and enable it to generalize out-of-distribution when
trained with non-occluded objects, the generative model is
modified by adding an outlier process to take the form:

P (F |y) =
∑
m

∏
a∈D

Pa(fa|y,m)zaQ(fa)
1−zaP (m)P (z⃗),

(4)
where Q(fa) is a von Mises Fisher distribution for a fea-
ture generated by an occluder estimated from unannotated
images [9, 18]. The latent variable za ∈ {0, 1} indicates
whether pixel a is visible or occluded (za = 1, 0 respec-
tively) and the prior P (z⃗) indicates the prior probability of
a pixel being visible. This enables the model to not only be
robust to occluders but to also simultaneously estimate the
locations of the occluders {a ∈ D : za = 0} [19, 20], in
addition to the object y, the mixture component m.
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3.3. A Bayesian Model for Amodal Segmentation

A limitation of the simplified model described in the pre-
vious section is that it cannot segment the object, because
it does not separate the foreground region corresponding to
the object and a background region corresponding to the lo-
cal background context of the object (e.g., the background
context of an airplane will typically be sky). This motivates
us to extend the model by introducing new latent variables
{wa} to indicate foreground/background which are learnt
without additional supervision. We start by extending the
generative model introduced in Equation 1 to be of form:

Pa(fa|y,m,wa) =Pa(fa|y,m)waBa(fa|y,m)1−wa (5)
× Pa(wa|y,m)

where wa ∈ {0, 1} is a latent variable indicating whether
the pixel is foreground or background context (wa = 1, 0
respectively). Here {Pa(fa|y,m)} and {Ba(fa|y,m)} are
models for the foreground and background pixels respec-
tively. They are specified by the foreground and background
mixtures of von Mises Fisher distributions, respectively,
with the same form as in Equation 2.

Shape Modeling. We introduce shape priors
P (w⃗|y,m) =

∏
a∈D Pa(wa|y,m), a learned 2D spa-

tial map conditioned on the object category y and the
class mixture m for the foreground/background masks as
shown in Figure 2. Intuitively, they model the expected
object shape for each mixture model m, and will enable
the model to predict the object shape behind an occluder,
as discussed in the next section. The structure of the shape
priors in Figure 2 shows that the mixture components m
approximately represent different 3D object poses. Finally,
this gives a generative model of the data:

P (F |y) =
∑
m,w⃗

P (F |y,m, w⃗)P (m)P (w⃗|y,m), (6)

The model can be learned by maximizing the log-likelihood
of the training data with respect to Λ,A, P (w⃗|y,m). This
requires using the EM algorithm since the model con-
tains latent variables for the mixtures m and the fore-
ground/background variables {wa}. During learning we
use the standard maximum likelihood measures for vMF
distributions [4], and initialize EM for the class mixtures us-
ing spectral clustering, as in [19, 20]. To initialize the fore-
ground/background variables {wa}, we first initialize the
background distribution Ba from unannotated data (similar
to estimating the distribution for the occluder Q) and ini-
tially assume that everything is foreground (i.e. wa = 1∀a).

Occlusion Modeling. To extend this model to deal with
occlusion, we also introduce an outlier process. As de-
scribed in Equation 4, we introduce binary latent variables
{za} where za ∈ {0, 1} indicates whether pixel a is visible
(za = 1) or occluded (za = 0). We introduce an occluder

distribution Q(.) which is a von Mises Fisher distributions

Q(fa) = eσµT fa

Z(σ) , ||fa|| = 1, ||µ|| = 1 whose parameters
are learnt from features in unannotated images. We spec-
ify, but do not learn, a prior P (z⃗) =

∏
a∈D P (za) where

P (z = 0) is a rough measure of how much occlusion we
want the algorithm to be able to deal with.

Displacement Modeling. We also introduce a displace-
ment variable c that models the displacement between the
center of the bounding box and the center of the object.
This is necessary because for partially occluded objects the
bounding box only covers the visible part of the object, but
amodal segmentation requires the model to predict the in-
visible object boundary. This gives a model of form:

P (F |y) =
∑
m

∏
a∈D

Pa−c(fa|y,m)waza (7)

×Ba−c(fa|y,m)(1−wa)zaQ(fa)
(1−za).

P (w⃗|y,m, c) =
∏
a∈D

Pa−c(wa|y,m) (8)

Using this model, we can estimate the optimal object
class y, class mixture m, object center c, occlusion map
{a ∈ D : za = 0}, and foreground map {a ∈ D : wa = 1}.
This inference process can be implemented efficiently as
a feed-forward neural network and we provide a publicly
available implementation 1.

3.4. Amodal Segmentation with Our Model

After estimating distributions for the latent variables wa

and za, the states of wa and za categorize each image pixel
into one of four potential states (Figure 3). Thus, we can
determine the amodal object segmentation by finding the
visible and occluded foreground regions as follows.

To estimate the foreground-background segmentation
wa, we compute the posterior odds between the foreground
and the background probabilities:

ŵa =

{
1, if Pa−c(wa|y,m) Pa−c(fa|y,m)

(1−Pa−c(wa|y,m)) Ba−c(fa|y,m) > 1

0, otherwise.
(9)

Similarly, to infer the state of the the occlusion variables
za, we compute the posterior odds between the occlusion
and the respective foreground-background probabilities:

ẑa =

{
1, if p(za)Pa−c(fa|y,m)ŵaBa−c(fa|y,m)(1−ŵa)

(1−p(za))Q(fa)
> 1

0, otherwise.
(10)

Together the states of ẑa and ŵa allow the model to infer
visible instance segmentation M̂I = {a : wa = 1, za = 1}

1https://github.com/YihongSun/Bayesian-Amodal
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Figure 3. Illustration of the four states that a pixel can be in: Vis-
ible Foreground (wa = 1, za = 1) in light blue, Occluded Fore-
ground (wa = 1, za = 0) in dark blue, Visible Background (wa =
0, za = 1) in black, and Occluded Background (wa = 0, za = 0)
in red. Consequently, amodal segmentation of an occluded object
is thus defined as Visible Foreground ∪ Occluded Foreground.

and amodal segmentation M̂A = {a : wa = 1}, as de-
picted in Figure 3. Qualitative visualization of this infer-
ence process are illustrated in Figure 1, where the relative
confidence of the visible foreground {a : wa = 1, za = 1},
occluded foreground {a : wa = 1, za = 0}, and back-
ground {a : wa = 0} are represented by 3-color intensities.

3.5. End-to-End Training

When learning the parameters of the Bayesian model
with the EM algorithm, we assume that the parameters of
the feature extractor ζ have been initialized and fixed. This
is achieved by pre-training the feature extractor for image
classification using a fully-connected prediction layer and
then replacing it with our Bayesian generative model. But
our Bayesian model is fully differentiable and hence we can
fine-tune the feature extractor and the Bayesian predictor
jointly with backpropagation. This enables the feature ex-
tractor to adapt to the new predictor, which increases the
models performance by a steady margin.

The objective for the end-to-end training includes a
cross-entropy classification loss Lcls(ŷ, y) using the neg-
ative log-probability ŷ = argmaxy − logP (F |y), where
ŷ is the predicted class label and y is the true class labels.
Following [19, 20], the parameters of the Bayesian model
need to be trained with an additional loss (Lml) such that
the Bayesian model retains a maximum likelihood of the
data when the feature extractor is updated. Finally, we in-
clude an additional prior Lseg(M̂I , b) as proposed by [16]
which encourages label consistency within neighboring pix-
els of the estimated segmentation mask. We train all param-
eters of our model end-to-end with γ1 and γ2 controlling the
trade-off of the loss terms:

L=Lcls(ŷ, y)+γ1Lml(Λ,A, w⃗)+γ2Lseg(M̂I , b) (11)

We note that our end-to-end trained model retains the abil-
ity to generalize out-of-distribution to partially occluded ob-
jects without ever observing partial occlusion during train-
ing. This is in contrast to standard deep networks, which

do not generalize in OOD scenarios. The reason is that our
model remains a generative model that is optimizing a Max-
imum Likelihood objective, and hence can become robust to
occlusion, when equipped with an outlier process.

4. Experiments
We evaluate amodal segmentation performance of our

model against a segmentation mask-supervised and a
bounding box-supervised baseline on three popular amodal
segmentation datasets. Due to the differences between the
two baselines, we conduct experiments under two setups,
one where the location of the object center is known and
the other where the object center needs to be estimated.

4.1. Experimental Setup

Datasets. Following the experimental settings of re-
lated work [33], we categorize the occluded objects in each
dataset into three levels of foreground occlusion from FG-1
to FG-3 and, if applicable, into three levels of background
occlusion from BG-1 to BG-3.

The OccludedVehicles dataset [33] extends PAS-
CAL3D+ [35] with synthetic occlusion. It contains 51801
objects evenly distributed among all occlusion levels, with
both foreground and context occluded by unseen occluders.

The KINS dataset [30] contains real occlusion with
amodal annotations. We restrict the scope of the evaluation
to vehicles with a minimum height of 50 pixels, since the
relevance of segmentation decreases as resolution reduces.
Finally, the evaluation set contains 14826 objects.

The COCOA-cls dataset [12] is an extension of Amodal
COCO [41] with class annotations, totalling 766 objects.

The Occluded COCO dataset [19] was introduced to test
robustness of image classification to partial occlusion. It
contains partially occluded objects from MS-COCO [25].

Baselines. As there is no existing model that performs
amodal segmentation with class/box-level supervision only,
we benchmark our model against BBTP [16], a state-of-the-
art weakly-supervised segmentation approach, and PCNet-
M [38], a self-supervised approach that leverages artificially
generated amodal segmentation masks for training.

BBTP explores bounding box tightness prior to generate
object mask under box-supervision and requires the input
bounding box to be aligned to the object center c.

PCNet-M utilizes Mask RCNN [15] as an instance seg-
mentation backbone and learns amodal completion by arti-
ficially occluding objects with other objects from the same
dataset in a self-supervised manner. Hence, PCNet-M is
considered to be the mask-supervised upper bound for our
model. Since both PCNet-M and our model only leverage
the visible parts of the object, they do not require known
object center c.

Evaluation. It is observed that the occlusion levels in
KINS are severely disproportional: over 62% of the objects
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Amodal Segmentation on OccludedVehicles

Methods known c superv. FG-0 FG-1 FG-2 FG-3 Mean- BG-1 BG-2 BG-3 BG-1 BG-2 BG-3 BG-1 BG-2 BG-3
PCNet-M ✗ mask* 77.6 70.5 67.8 64.9 65.4 61.3 56.9 59.5 54.4 47.6 62.6
Ours-ML ✗ box 63.3 60.2 59.9 59.8 56.9 55.6 54.8 52.6 50.2 47.1 56
Ours-E2E ✗ box 63 59.5 59.5 59.5 56.2 55.9 55.6 51.9 50.6 48.3 56
BBTP ✓ box 66.5 59.7 58.4 57.9 54.4 51 48.9 50.4 44.7 40.2 53.2
Ours-ML ✓ box 63.7 59.4 59.3 59.6 57 56.6 56.7 54.7 53.5 53.2 57.4
Ours-E2E ✓ box 63.9 59.7 59.6 59.7 57.2 56.8 56.8 55 53.9 53.4 57.6

Table 1. Amodal Segmentation performance evaluated on OccludedVehicles with meanIoU as the performance metric. Known c indicates
whether the object center c is known and center-aligned to the proposed region. Note that 0%, 20-40%, 40-60%, and 60-80% of the object
are occluded in the respective FG Occlusion Levels and 1-20%, 20-40%, and 40-60% of the context are occluded in the respective BG
Occlusion Levels. Finally, PCNet-M is given additional ground truth occluder segmentation as supervision during inference, as noted by *.

Amodal Segmentation on KINS

Methods k. c superv. FG-0 FG-1 FG-2 FG-3 Mean

PCNet-M ✗ mask 75.3 65.5 52.9 33.5 56.8
Ours-ML ✗ box 69.2 68.7 62.7 45.2 61.5
Ours-E2E ✗ box 69.9 68.1 63.2 47.3 62.1
BBTP ✓ box 77 68.3 58.9 53.9 64.5
Ours-ML ✓ box 71.8 70.1 66.2 57.8 66.5
Ours-E2E ✓ box 72.3 69.6 66.2 58.5 66.7

Table 2. Amodal Segmentation performance is evaluated on the
KINS dataset with meanIoU as the performance metric. “k.c” in-
dicates whether the object center c is known during inference. in-
dicates whether the object center c is known. Note that 0%, 1-30%,
30-60%, and 60-90% of the object are occluded in the respective
Foreground Occlusion Levels.

are non-occluded and less than 8% of objects are more than
60% occluded. Therefore, in order to examine the mask pre-
diction quality as a function of occlusion level, we evaluate
with the best region proposals (highest IoU to ground truth)
generated by an RPN as supervision, removing bias towards
non-occluded objects in other metrics like mAP, and sepa-
rate objects into subsets based on their occlusion level.

Finally, due to the limited number of annotated objects in
COCOA cls., we combine the train and test set and use the
combined dataset to evaluate how well models can transfer
to a novel domain when trained on OccludedVehicles.

Model and Training setup. Since our Bayesian gener-
ative model is first learned with Maximum Likelihood and
then fine-tuned in an end-to-end manner, we evaluate both
separately, denoted as Ours-ML and Ours-E2E respectively.

Ours-ML. Our model is initially learned from feature ac-
tivations (l = 4) of a ResNeXt-50 [37] model, pretrained on
ImageNet [7]. Specifically, we initialize compositional pa-
rameters {µk},A,Z, P (w⃗|y,m) and set the vMF variance

Amodal Segmentation on COCOA cls.

Methods k. c superv. FG-0 FG-1 FG-2 FG-3 Mean

PCNet-M ✗ mask 56.8 53.6 47 38.4 49
Ours-ML ✗ box 61.1 62 60 54.3 59.4
Ours-E2E ✗ box 58.3 59.8 58.6 53.5 57.6
BBTP ✓ box 57.3 49.4 40.7 35 45.6
Ours-ML ✓ box 65 64.2 64.2 60.9 63.6
Ours-E2E ✓ box 65.3 65 64.3 61.4 64

Table 3. Transfer Evaluation from OccludedVehicles to COCOA
cls. with meanIoU as the performance metric. “k.c” indicates
whether the object center c is known during inference. indicates
whether the object center c is known during inference. Note that
0%, 1-20%, 20-40%, and 40-70% of the object are occluded in the
respective Foreground Occlusion Levels.

to σk = 65,∀k ∈ {1, . . . ,K}, and the number of mixtures
to M = 8. We also learn the parameters of n = 5 outlier
models in an unsupervised manner and fixed a prior. Dur-
ing initialization, we optimize the parameters with an EM
algorithm as described in Section 3.3.

Ours-E2E. After learning via Maximum Likelihood, we
use the obtained solution as initialization and fine-tune the
model parameters as described in Section 3.5. We choose
AdaGrad [8] with momentum r = 0.98, a learning rate of
lr = 0.01, and trade-off weights γ1 = 2, γ2 = 1 for 10
epochs on one NVIDIA TITAN Xp for a total of 2 hours.

4.2. Results with known object center

As BBTP is assuming the full object bounding box (in-
cluding the invisible part of the object), it is not able to es-
timate the amodal segmentation without knowing the ob-
ject center and the corresponding full bounding box at test
time. Thus, in order to evaluate and compare against BBTP,
the object center c is given as supervision during inference,
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(a) Known Object Center Comparison (b) Unknown Object Center Comparison

Figure 4. Qualitative Amodal Segmentation Results. For cases of known and unknown ground truth object centers, we present the raw
image, BBTP/PCNet-M predictions, our model’s predictions, and Ground Truth from the first to fourth row, respectively.

even though our model does not necessarily require object
center c to estimate the amodal segmentation.

Synthetic Occlusion. As shown on the OccludedVehi-
cles dataset (Table 1), both our Bayesian model learned via
Maximum Likelihood (Ours-ML) and fine-tuned via end-to-
end training (Ours-E2E) outperform BBTP in amodal seg-
mentation in all but two occlusion settings. Notably, in the
highest occlusion level (FG-3 BG-3), our fine-tuned model
is able to outperform BBTP by more than 13% in meanIoU.

Real Occlusion. Additionally, the trend observed in
Table 1 can be confirmed by results under realistic occlu-
sion. When evaluated on the KINS dataset (Table 2), both
of our models outperform BBTP across all occlusion set-
tings. Similarly, in the highest occlusion level, Ours-E2E
outperforms BBTP by more than 4% in meanIoU.

Transferability. Seen in Table 3, our models learned
via Maximum Likelihood and fine-tuned end-to-end outper-
form BBTP across all occlusion settings when learned from
OccludedVehicles and transferred to COCOA cls. Notably,
our end-to-end fine-tuned model outperforms BBTP in do-
main generalization and surpasses it by more than 18% in
meanIoU on average. Furthermore, the observed increase in
performance across all occlusion levels with known center
when our model is only fine-tuned on unoccluded images
further demonstrates the efficacy of the Maximum Likeli-
hood loss term introduced in Section 3.5.

Qualitatively, shown in Figure 4 (a), it is apparent that
the mask proposals generated by BBTP are negatively af-
fected by the presence of occluders, while our proposed
model can accurately estimate the object’s amodal segmen-
tation and preserve the object’s shape consistency.

In conclusion, both quantitative and qualitative results
with known object center demonstrate that our proposed
model outperforms the state-of-the-art weakly-supervised
method by a wide margin at amodal instance segmentation
and out-of-domain transferability.

4.3. Results with unknown object center

In contrast to the previous section, since PCNet-M is
trained with annotated occlusion, both of our models, Ours-
ML and Ours-E2E, and PCNet-M are evaluated without the
object center c given as supervision.

Synthetic Occlusion. PCNet-M can only perform
amodal segmentation when the class label of the occluder
is known a-priori in the dataset. Therefore, PCNet-M
is inherently unsuitable to be evaluated on the Occlud-
edVehicles dataset, as all occluders in the dataset belong
to unseen/novel categories without explicit class annota-
tions. Hence, in order to evaluate PCNet-M, we provide
the ground-truth occluder segmentation at inference time
(marked as mask* supervised). In contrast, our approach
does not require any additional information about the oc-
cluder. Seen in Table 1, even with given ground truth oc-
cluder segmentation during inference, the mask-supervised
PCNet-M still performs worse compared to our weakly-
supervised model in meanIoU at the highest occlusion level.

Real Occlusion. Furthermore, the results on the Occlud-
edVehicles dataset is verified in the KINS dataset (Table 2),
where both of our models outperform PCNet-M across all
occluded settings. In the highest occlusion level, Ours-E2E
outperforms PCNet-M by more than 13% in meanIoU.

Transferability. Similar to Section 4.2, both of our
models outperform PCNet-M on COCOA-cls across all oc-
clusion settings when transferred from OccludedVehicles.
Notably, since the E2E model is fne-tuned with known ob-
ject center and object center is unknown, our model learned
from Maximum Likelihood generalizes better and surpasses
PCNet-M by more than 10% in meanIoU on average.

Qualitatively, observed in Figure 4 (b), the mask-
supervised PCNet-M failed to predict accurate the amodal
mask of occluded objects, while our model estimates the
amodal regions accurately by leveraging the prior distribu-
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Shape Priors Ablation
Methods k. c superv. FG-0 FG-1 FG-2 FG-3 Mean
w/o priors ✓ box 61.6 59.5 58.7 58.3 59.5
w/ priors ✓ box 68.3 66.6 65.9 65 66.5
gt. priors ✓ mask 71.6 69.5 68.7 67.6 69.4

Table 4. Shape priors ablation is evaluated on the OccludedVe-
hicles Dataset via meanIoU. Note that we report the mean perfor-
mance across all BG Occlusion levels for each FG Occlusion level.

Classification on Occluded COCO
Methods k.c superv. FG-0 FG-1 FG-2 FG-3 Mean
ResNeXt-50 ✓ box 97.4 85.5 81.9 56.3 80.3
CompNet ✓ box 94.9 89.6 84.6 65.8 83.7
CA-CompNet ✓ box 96 88.4 81.1 64.4 82.5
Ours-ML ✓ box 95 90.4 84 63 83.1
Ours-E2E ✓ box 94 89.6 85 65.8 83.6

Table 5. Classification performance evaluated on Occluded
COCO. Note that 0%, 20-40%, 40-60%, and 60-80% of the ob-
ject are occluded in the respective FG Occlusion Levels.

tion of the object’s shapes in the mask predictions. Specifi-
cally in the right two columns of Figure 4 (b), our model is
able to predict a much more realistic amodal segmentation,
even though PCNet-M uses an additional information of a
given ground-truth occluder segmentation during inference.

To conclude, our Bayesian approach outperforms the
PCNet-M baseline at high occlusion levels while only re-
quiring box-level supervision.

4.4. Ablation

In Table 4, we evaluate the effects of shape priors on
amodal segmentation on the OccludedVehicles dataset by
(1) ablating the priors (w/o prior), and by (2) learning the
priors with ground truth segmentation (gt. prior). Seen in
Table 4, amodal segmentation using shape priors learned
from bounding box annotations significantly outperforms
that without shape priors, and give comparable results as
using priors learned from ground truth mask annotations.

Image Classification. Since our model uses supervision
for object classification only and generalizes out-of-task to
infer object segmentation, we verify the image classifica-
tion performance of our model relative to related Bayesian
generative models (CompNet [19] and CA-CompNet [33])
and a DCNN classifier with the same backbone under the
same supervision. Seen in Table 6, our model outperforms
the classifier in BBTP by more than 9% in classification ac-
curacy, and outperforms the classifier in PCNet-M by more
than 3% in classification accuracy when the object center
c is unknown. Moreover, our model performs on-par with

Classification on OccludedVehicles
Methods k. c superv. FG-0 FG-1 FG-2 FG-3 Mean
PCNet-M ✗ mask 98.7 95.9 86.1 59.2 85
CompNet ✗ box 97.7 93.6 87.3 73.6 88.1
CA-CompNet ✗ box 97.7 93.4 87 73.3 87.9
Ours-ML ✗ box 97.7 93.4 86.8 72.6 87.6
Ours-E2E ✗ box 97.8 93.4 87.2 73.5 88
BBTP ✓ box 99.1 96.6 86 53.9 83.9
CompNet ✓ box 97.8 94.9 90.8 79.6 90.8
CA-CompNet ✓ box 98.3 95 89.7 76.6 89.9
Ours-ML ✓ box 97.8 95.2 90.7 80.2 91
Ours-E2E ✓ box 98.3 95.6 91.4 81.4 91.7

Table 6. Classification performance evaluated on OccludedVehi-
cles. Note that a mean is taken across all BG Occlusion levels.

CompNet and CA-CompNet. Similarly, found in Table 5,
our model outperforms ResNeXt-50 by more than 3 % when
evaluated on Occluded COCO with real occlusions.

In summary, our model performs favorably over BBTP
and PCNet-M in terms of image classification. It also
performs on par with CompNets but can additionally per-
form amodal perception reliably, while being trained from
bounding box and class-level supervision only.

5. Conclusion

In this work, we studied the problem of amodal seg-
mentation from the perspective of out-of-task and out-of-
distribution generalization with a Bayesian model. We learn
a Bayesian generative model of neural network features,
which explicitly represents the object’s background context
and foreground shape. This enables the model to localize
occluded object parts and predict the occluded object shape.
Our Bayesian approach for amodal segmentation only re-
quires bounding box and class supervision, achieving state-
of-the-art performance at amodal segmentation when com-
pared to other weakly-supervised method and even outper-
forming fully supervised methods at high occlusion levels.

Limitations and Societal Impact. One limitation of our
work is the dependence on 2D shape priors, which would re-
quire a large number to properly represent highly non-rigid
objects such as humans or animals. For future work, we
therefore expect that the learning of 3D shape priors would
render the model more efficient and would also enhance
the generalization ability to previously unseen 3D poses.
Like most segmentation works, our work does not introduce
any foreseeable societal impacts, but will generally promote
more data-efficient and robust computer vision models.
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