
TeachAugment: Data Augmentation Optimization Using Teacher Knowledge

Teppei Suzuki

Denso IT Laboratory, Inc.
suzuki.teppei@core.d-itlab.co.jp

Abstract

Optimization of image transformation functions for the
purpose of data augmentation has been intensively studied.
In particular, adversarial data augmentation strategies,
which search augmentation maximizing task loss, show sig-
nificant improvement in the model generalization for many
tasks. However, the existing methods require careful param-
eter tuning to avoid excessively strong deformations that
take away image features critical for acquiring generaliza-
tion. In this paper, we propose a data augmentation op-
timization method based on the adversarial strategy called
TeachAugment, which can produce informative transformed
images to the model without requiring careful tuning by
leveraging a teacher model. Specifically, the augmentation
is searched so that augmented images are adversarial for
the target model and recognizable for the teacher model.
We also propose data augmentation using neural networks,
which simplifies the search space design and allows for up-
dating of the data augmentation using the gradient method.
We show that TeachAugment outperforms existing methods
in experiments of image classification, semantic segmenta-
tion, and unsupervised representation learning tasks.

1. Introduction

Data augmentation is an important technique used to im-
prove model generalization. To automatically search effi-
cient augmentation strategies for model generalization, Au-
toAugment [9] has been proposed. Searched data augmen-
tation policies lead to significant generalization improve-
ments. However, AutoAugment requires thousands of GPU
hours to search for efficient data augmentation.

Recent studies [17, 22, 30] have demonstrated methods
leading to dramatic reductions in search costs with Au-
toAugment, meaning that computational costs are no longer
a problem. In particular, online data augmentation opti-
mization frameworks [18, 28, 49, 58] that alternately update
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Figure 1. Concept of TeachAugment. Adversarial data augmen-
tation, a baseline method, transforms data to increase loss for the
target model fθ . The augmented data are often meaningless (e.g.,
black-out and noise images) or difficult to recognize without any
constraints. TeachAugment, the proposed method, transforms data
so that they are adversarial for the target model but they are rec-
ognizable for the teacher model fθ̂ . As a result, the augmented
images will be more informative than the adversarial data aug-
mentation.

augmentation policies and a target network have not only
reduced the computational costs but also simplified the data
augmentation search pipeline by unifying the search and
training processes.

Many online optimization methods are based on an ad-
versarial strategy that searches augmentation maximizing
task loss for the target model, which is empirically known
to improve model generalization [28, 37, 41, 48, 58]. How-
ever, the adversarial data augmentation is unstable without
any constraint because maximizing the loss can be achieved
by collapsing the inherent meanings of images, as shown in
Fig. 1. To avoid the collapse, previous methods regularize
augmentation based on prior knowledge and/or restrict the
search range of the magnitude parameters of functions in
the search space, but there are many tuned parameters that
will annoy practitioners.

To alleviate the parameter tuning problem, we propose
an online data augmentation optimization method using
teacher knowledge, called TeachAugment. TeachAugment
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is also based on the adversarial data augmentation strategy,
but it searches augmentation in the range where the trans-
formed image can be recognizable for a teacher model, as
shown in Fig. 1. Unlike previous adversarial data augmen-
tation methods [37, 48, 49, 58], thanks to the teacher model,
TeachAugment does not require priors and hyperparameters
to avoid the excessively strong augmentation that collapses
the inherent meanings of images. As a result, TeachAug-
ment does not require parameter tuning to ensure that the
transformed images are recognizable.

Moreover, we propose data augmentation using neural
networks that represent two functions, geometric augmen-
tation and color augmentation. Our augmentation model
applies only two transformations to data but they can rep-
resent most functions included in the search space of Au-
toAugment and their composite functions. The use of the
neural networks has two advantages compared to conven-
tional augmentation functions: (i) we can update the aug-
mentation parameters using the gradient method with back-
propagation, and (ii) we can reduce the number of functions
in the search space from tens of functions to two functions.
In particular, because of the latter advantage, practitioners
only need to consider the range of the magnitude parame-
ters for the two functions when they adjust the size of the
search space for better convergence.

Contribution. Our contribution is summarized as fol-
lows: (1) We propose an online data augmentation opti-
mization framework based on the adversarial strategy us-
ing teacher knowledge called TeachAugment. TeachAug-
ment makes the adversarial augmentation more informative
without careful parameter tuning by leveraging the teacher
model to avoid collapsing the inherent meaning of im-
ages. (2) We also propose data augmentation using neu-
ral networks. The proposed augmentation simplifies the
search space design and enables updating of its parameters
by the gradient method in TeachAugment. (3) We show
that TeachAugment outperforms previous methods, includ-
ing online data augmentation [28, 58] and state-of-the-art
augmentation strategies [10, 39] in classification, seman-
tic segmentation, and unsupervised representation learning
tasks without adjusting the hyperparameters and size of the
search space for each task.

2. Related work
As conventional data augmentation for image data, ge-

ometric and color transformations are widely used in deep
learning. Besides, advanced data augmentations [12,21,23,
52, 55, 57, 60] have been recently developed and they have
improved accuracy on image recognition tasks. Data aug-
mentation not only enhances the image recognition accu-
racy, but also plays an important role in recent unsupervised
representation learning [5–7, 15, 19] and semi-supervised
learning [37, 45, 48]. While the data augmentation usually

improves model generalization, it sometimes hurts perfor-
mance or induces unexpected biases. Thus, one needs to
manually find the effective augmentation policies based on
domain knowledge to enhance model generalization.

Cubuk et al. [9] proposed a method to automatically
search for effective data augmentation, called AutoAug-
ment. AutoAugment outperforms hand-designed augmen-
tation strategies and shows state-of-the-art performances on
various benchmarks. Data augmentation search has be-
come a research trend, and many methods have been pro-
posed [10, 17, 18, 28–31, 33, 39, 43, 49, 51, 53, 58].

We roughly categorize them into two types: a proxy task
based method and a proxy task free method. The proxy task
based methods [17,29,30,51,58] search data augmentation
strategies on proxy tasks that use subsets of the training data
and/or small models to reduce computational costs. Thus,
policy searches using the proxy task based method might be
sub-optimal. The proxy task free methods [10,28,33,39,58]
directly search data augmentation strategies on the target
network with all training data. Thus, policies obtained with
this method are potentially optimal.

In proxy task free methods, several approaches, such
as RandAugment [10] and TrivialAugment [39], random-
ize the parameters searched and reduce the size of the
search space. Other methods, such as Adversarial Au-
toAugment [58] and PointAugment [28], update augmen-
tation policies in an online manner, meaning that they al-
ternately update a target network and augmentation poli-
cies. The online optimization methods simplify data aug-
mentation optimization frameworks by unifying the search
and training processes. However, these methods are fraught
with minor problems. For example, PointAugment [28] un-
justly binds the difficulty of augmented images, Adversar-
ial AutoAugment [58] manually restricts the search space to
guarantee convergence, and OnlineAugment [49] has many
hyperparamters for regularization. These problems stem
from reliance on the adversarial strategy that searches aug-
mentation maximizing task loss. In other words, these prob-
lems are induced to ensure that the transformed images are
recognizable.

In this work, we focus on proxy task free methods up-
dating the policies in an online manner for two reasons: (i)
they can directly search data augmentation strategies on the
target network with all training data, and (ii) they unify the
search and training processes, simplifying the framework.

3. Data augmentation optimization using
teacher knowledge

3.1. Preliminaries

Let x ∼ X and aϕ be an image sampled from dataset X
and an augmentation function parameterized by ϕ, respec-
tively. In conventional data augmentation, ϕ corresponds
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Figure 2. Overview of training procedure for TeachAugment. Our method alternately updates the target model fθ and the augmentation
model aϕ (i.e., step 1 and step 2 are repeated).

to the magnitude of augmentation, while in this work, it
corresponds to the neural network’s parameters. In gen-
eral training procedures using data augmentation, the mini-
batch samples are transformed by aϕ and fed into a target
network fθ (i.e., fθ(aϕ(x))). Then, the parameters of the
target network are updated to minimize task loss L in the
stochastic gradient descent. This training procedure is rep-
resented as minθ Ex∼XL(fθ(aϕ(x)). Note that we omitted
the target label because we consider not only supervised
learning but also unsupervised representation learning in
this work.

In addition, adversarial data augmentation searches the
parameters ϕ maximizing the loss. The objective is defined
as maxϕ minθ Ex∼XL(fθ(aϕ(x)). This objective is some-
times solved by alternately updating ϕ and θ [28, 58]. The
adversarial data augmentation is empirically known to im-
prove model generalization [41, 58]. However, it does not
work without some regularization or restriction in the size
of the search space because the maximization with respect
to ϕ can be achieved by collapsing the inherent meanings
of x. Thus, instead of using regularization based on prior
knowledge, we utilized a teacher model to avoid the col-
lapse.

3.2. TeachAugment

Let fθ̂ be the teacher model, which allows for any model
as long as it is different from the target model fθ.1 In
this work, we suggest two types of the teacher model, a
pretrained teacher and an EMA teacher whose weights are
updated as an exponential moving average of the target
model’s weights. We provide detailed definitions and eval-
uate the effect of teacher model choices in Sec. 5.2.

1In most of our experiments, we define the teacher model as the same
model as the target model but with different parameters. Thus, the same
symbol f is used for the teacher model and the target model although it
may be a little complicated.

The proposed objective is defined as follows:

max
ϕ

min
θ

Ex∼X
[
L(fθ(aϕ(x)))− L(fθ̂(aϕ(x)))

]
. (1)

For the target model, this objective has the same properties
as the adversarial data augmentation, but the augmentation
function needs to minimize the loss for the teacher model,
in addition to maximizing the loss for the target model. The
augmentation that is obtained in this manner avoids collaps-
ing the inherent meanings of images because the loss for the
teacher model will explode when the transformed images
are unrecognizable. In other words, the introduced teacher
loss requires the augmentation function to transform images
so that they are adversarial for the target model in the range
where they are recognizable for the teacher model.

As shown in Fig. 2, the objective is solved by alter-
nately updating the augmentation function and the target
model in the stochastic gradient descent, similar to previ-
ous methods [18,28,58]. We first update the target network
for ninner steps, and then update the augmentation function.
A pseudo-code can be found in the appendix. Note that the
augmentation function is updated by the gradient method
because our proposed augmentation using the neural net-
works introduced in Sec. 4 is differentiable with respect to
ϕ. We refer to the augmentation strategy following Eq. 1 as
TeachAugment.

Unlike previous methods [28, 49], TeachAugment does
not regularize augmentation functions based on the domain
knowledge, such as cycle consistency and smoothness [49].
It also does not bind the difficulty of the transformed im-
ages as in [28] to ensure that the transformed images are
recognizable.

3.3. Improvement techniques

The training procedure for TeachAugment is similar
to that for generative adversarial networks (GANs) [14]
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and actor-critic methods in reinforcement learning [26, 47],
which alternately update two networks. Practitioners in
both fields have amassed a large number of strategies to
mitigate instabilities and improve training [42]. TeachAug-
ment also benefits from three techniques used in both fields,
experience replay, non-saturating loss, and label smooth-
ing. Moreover, we introduced color regularization to mit-
igate inconsistency between color distributions of images
before and after data augmentation. The techniques in-
troduced here are also applicable for other online meth-
ods [28, 49, 58].

Non-saturating loss. For classification tasks, the loss
function L is usually defined as the cross-entropy loss,
L(fθ(aϕ(x)) =

∑K
k=1−yk log fθ(aϕ(x))k, where y ∈

{0, 1}K and K denote the one-hot ground truth label and
the number of classes, respectively. In this case, the gra-
dient of the first term in Eq. (1) often saturates in the
maximization problem with respect to ϕ when the tar-
get model’s predictions are very confident. Thus, we use∑K

k=1 yk log(1− fθ(aϕ(x))k) when updating the augmen-
tation model rather than

∑K
k=1−yk log fθ(aϕ(x))k. This

technique has been used in GANs [14].
The non-saturating loss is a key factor for TeachAug-

ment; it improves error rates of WideResNet-28-10 [56] on
CIFAR-100 [27] from 18.7% to 17.4% (a baseline’s error
rate is 18.4%). Thus, we basically use the non-saturating
loss for updating augmentation models in our experiments.

Experience replay. In reinforcement learning, experi-
ence replay [32, 38] stores actions chosen by the actor in
the past and reuses them to update the critic. We apply this
technique to our method by storing the augmentation mod-
els and prioritizing them in a manner similar to prioritized
experience replay [44]. Then, the target network is updated
using the augmentation model randomly sampled from the
buffer following their priorities.

Let pi be a priority of the i-th stored augmentation
model. We compute the priority as pi = γS−i, where S
denotes the number of augmentation models stored in the
buffer, γ denotes a decay rate, and we set γ to 0.99 for
models with a long training schedule (epochs > 1000) and
0.9 otherwise. In our experiments, we stored the augmenta-
tion model every nbuffer epochs. For image classification on
CIFAR-10, CIFAR-100, and semantic segmentation, nbuffer
was set to 10, and for other tasks and datasets, it was set to
1.

Label smoothing. Label smoothing is a technique that
replaces the one-hot labels with ŷk = (1 − ϵ)yk + ϵ/K,
where ϵ ∈ [0, 1) is a smoothing parameter. For our
method, the label smoothing prevents gradients from ex-
ploding when the target model’s predictions are very con-
fident under the non-saturating loss. In particular, such a
situation tends to occur for easy tasks or strong target mod-
els. To mitigate exploding gradients, we used the smoothed

labels for the first term in Eq. (1) when updating the aug-
mentation model. Note that for a fair comparison, we did
not apply it when updating the target model.

Color regularization. In practice, the color augmenta-
tion model tends to transform the pixel colors outside the
color distribution of the training data. As a result, the aug-
mented images will be out-of-distribution data, which may
hurt the recognition accuracy for the in-distribution sam-
ples. To align the color distributions before and after aug-
mentation, we regularized the color augmentation model by
introducing sliced Wasserstein distance (SWD) [3] between
pixel colors before and after the augmentation. SWD is a
variant of Wasserstein distance that represents a distance
between two distributions.

We define the color regularization term as follows:

Lcolor({xb}Bb , {x̃b}Bb ) =
∑
i

SWD({xb
i}Bb , {x̃b

i}Bb ), (2)

where {xb
i}Bb denotes a set of i-th pixels of images in a

mini-batch with a batch size of B, and {x̃b}Bb denotes color-
augmented images defined in Eq. (4). Because costs of
computing SWD at each pixel position depends linearly
on the image resolution, we can compute SWD for high-
resolution images handled in semantic segmentation with
low computational resources. Then, in the stochastic gradi-
ent descent, the gradient with respect to ϕ in each iteration
is represented as follows:

∂

∂ϕ

1

B

B∑
b

[
L(fθ(aϕ(x

b)))− L(fθ̃(aϕ(x
b)))

]
−λLcolor({xb}Bb , {x̃b}Bb ), (3)

where λ is a hyperparameter controlling the effect of the
regularization that was set to 10 in our experiments.

4. Data augmentation using neural networks
We propose data augmentation using neural networks pa-

rameterized by ϕ, which consists of two models, a color
augmentation model cϕc and a geometric augmentation
model gϕg . Thus, aϕ is defined as the composite function
of cϕc

and gϕg
, aϕ = gϕg

◦ cϕc
, and the parameter ϕ is a set

of ϕc and ϕg , ϕ = {ϕc, ϕg}. Our augmentation model en-
ables updating of its parameters by the gradient method and
construction of the search space with only two functions.

The augmentation procedure is illustrated in Fig. 3.
Given an image x ∈ RM×3, where M denotes the num-
ber of pixels and 3 corresponds to the RGB color chan-
nels, the color augmentation is applied with probability of
pc ∈ (0, 1), and then the geometric augmentation is applied
with probability of pg ∈ (0, 1).

The color augmentation is defined as follows:

x̃i = t(αi ⊙ xi + βi), (αi, βi) = cϕc
(xi, z, c), (4)
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Figure 3. Data augmentation procedure. Our data augmentation
consists of the color augmentation cϕc and the geometric augmen-
tation gϕg . Each augmentation is applied to an input image x with
probabilities pc and pg .

where αi, βi ∈ R3 denote scale and shift parameters; ⊙
denotes the element-wise multiplication between vectors;
t(·) denotes the triangle wave, t(x) = arccos(cos(xπ))/π,
which ensures x̃i ∈ [0, 1]; z ∼ N (0, IN ), where N (0, IN )
denotes N -dimensional unit Gaussian distribution, and c is
an optional context vector. In our experiments, we used a
one-hot ground truth label as c for image classification and
omitted it for other tasks. The color augmentation model
can transform the input image into any image in principle
when the augmentation model is sufficiently large because
of the universal approximation theorem.

The geometric augmentation is defined as follows:

x̂ = Affine(x̃, A+ I), A = gϕg (z, c), (5)

where Affine(x̃, A+ I) denotes an affine transformation of
x̃ with a parameter A + I; I ∈ R2×3 denotes a matrix
where ∀i, Iii = 1 and 0 otherwise, which makes the affine
transformation the identity mapping Affine(x, I) = x; A ∈
R2×3 denotes the residual parameter, and c and z are the
same vectors used in Eq. (4).

The geometric augmentation model can be defined by
transformations other than the affine transformation, similar
to [24]. However, the affine transformation can represent all
geometric transformations in the search space of AutoAug-
ment and their composite functions. Thus, we considered
only the affine transformation in this work.

In addition to ϕc and ϕg , we also learned the probabil-
ities pc and pg by using the gradient method. However,
the decision process of applying the augmentation is non-
differentiable with respect to pc and pg . To make it differ-
entiable with respect to the probabilities, we used the same
approach as in previous works [17, 29]. A detailed pipeline
can be found in the appendix.

5. Experiments

We evaluate our method with three tasks. For an ab-
lation study and comparison with existing automatic data
augmentation search methods, we evaluate our method
on image classification tasks. We train WideResNet-40-2
(WRN-40-2) [56], WideResNet-28-10 (WRN-28-10) [56],
Shake-Shake (26 2×96d) [13], and PyramidNet [16] with
ShakeDrop regularization [54] on CIFAR-10 and CIFAR-
100 [27], and train ResNet-50 [20] on ImageNet [11]. The
training and evaluation protocols are the same settings as in
previous work [30].

In addition to the above experiments, we examine
our method with semantic segmentation and unsupervised
representation learning. For semantic segmentation, we
train FCN-32s [34], PSPNet [59], and Deeplabv3 [4] on
Cityscapes [8]. The training protocol is the same as
[59]. For unsupervised representation learning, we pretrain
ResNet-50 [20] on ImageNet [11] using SimSiam [7] with
various data augmentation and then evaluate the model fol-
lowing the linear evaluation protocol [7].

More details can be found in the appendix.

5.1. Implementation details

We construct the geometric augmentation model using a
multi-layer perceptron (MLP) and the color augmentation
model using two MLPs that receive an RGB vector and a
noise vector as inputs and then add up the outputs. We ap-
ply the sigmoid function to the outputs of each augmen-
tation model and normalize the outputs in a range of A ∈
(−0.25, 0.25)2×3, α ∈ (0.6, 1.4), and β ∈ (−0.5, 0.5). The
dimension of the noise vector z is set to 128. For stochas-
ticity, Dropout [46] is applied after the linear layers, except
to the output layer. We initialize the weights of the output
layer as zero to make the augmentation the identity map-
ping in the initial state. We use AdamW optimizer [35] to
train the augmentation model. All the hyperparameters of
AdamW (e.g., learning rate and weight decay) are set to the
PyTorch default parameters [40]. More details can be found
in the appendix.

5.2. Ablation study

Effect of teacher model choices. We first investigate the
effect of teacher model choices. We trained WRN-40-2 with
two types of teacher models: a teacher that was pretrained
with the baseline augmentation, and an EMA teacher that is
exponential moving average of the target model (i.e., θ̂ ←
ξθ̂ + (1− ξ)θ). We set the decay rate ξ to 0.999, following
[50]. For the pretrained teacher, we pretrained WRN-40-2,
which is the same model as the target model, and WRN-28-
10, which is a stronger model than the target model.

The results are shown in Tab. 1. For both datasets, the
EMA teacher achieves lower error rates than the others. The
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Teacher WRN-40-2 WRN-28-10 EMA

CIFAR-10 4.4 3.7 3.7
CIFAR-100 21.3 21.6 20.3

Table 1. Effect of teacher models. We report the error rates (%) of
WideResNet-40-2 trained with various teacher models. WRN-40-
2 and WRN-28-10 are pretrained with the baseline augmentation.
EMA is an exponential moving average of the target model.

Dataset CIFAR-10 CIFAR-100

All 2.5 16.8
w/o Color Reg. 3.0 16.5
w/o Experience Replay 2.7 17.3
w/o Label Smoothing 3.0 17.3
w/o all techniques 3.0 17.4

Table 2. Error rates (%) of WideResNet-28-10 on CIFAR-10 and
CIFAR-100 with various technique choices.

augmentation model may cause overfitting to the teacher
model when the pretrained teacher is used because they are
not updated during training. The EMA teacher would pre-
vent overfitting by updating parameters at the same time as
the target model during training, bringing more improve-
ment than the pretrained teachers.

Interestingly, we found the stronger teacher was not a
better teacher. In fact, WRN-28-10 demonstrates error
rates comparable to the EMA teacher in CIFAR-10, but in
CIFAR-100, it was slightly worse than WRN-40-2.

In the rest of the experiments, we used the EMA teacher
for TeachAugment because the EMA teacher not only has
lower error rates but also eliminates the architecture choices
of the teacher model.

Effect of stabilizing techniques. We next investigate
the effect of stabilizing techniques introduced in Sec. 3.3.
We trained WRN-28-10 on CIFAR-10 and CIFAR-100,
with the exception of each technique.

The results are shown in Tab. 2. Except for the color reg-
ularization on CIFAR-100, all of the techniques contributes
to the improvement of error rates.

We visualize the effect of the color regularization in Fig.
4. The color distributions are aligned by the color regular-
ization. In particular, the augmented images without regu-
larization lose brightness in many pixels with CIFAR-100.
However, alignment of the color distribution improve the er-
ror rates only for CIFAR-10. This would be due to the color
diversity of CIFAR-10 being narrower than CIFAR-100,
which can be seen from the color distributions in Fig. 4.
In other words, in the case of training without color regular-
ization, the color augmentation produces out-of-distribution
colors, and the obtained images hurt the recognition accu-
racy of the target model for the in-distribution samples. The
transformed image from CIFAR-10 tends to be this kind of

(a) CIFAR-10

(b) CIFAR-100

Figure 4. Augmented images and corresponding color distribu-
tions on CIFAR-10 and CIFAR-100. From left to right, original
images, augmented images from the model trained without color
regularization, and augmented images from the model trained with
color regularization. We randomly picked 128 images and plotted
their pixel colors (i.e., each point corresponds to a pixel).

an out-of-distribution sample due to the low diversity of col-
ors.

We evaluate label smoothing with various smoothing pa-
rameter values, and the results are shown in Fig. 5. For the
easy tasks of CIFAR-10, label smoothing with the large ϵ
works well. As already described in Sec. 3.3, the gradient
of the non-saturating loss tends to be large for easy tasks or
strong models, meaning that the model’s predictions tend to
be very confident. Thus, a larger ϵ avoids exploding gradi-
ents and stabilizes training for CIFAR-10.

Evaluation of the proposed objective function. We
evaluate the effectiveness of the proposed objective func-
tion, eq. (1). As baseline methods, we replace the objective
function in our framework with the loss of adversarial Au-
toAugment (Adv. AA) [58] and PointAugment (PA) [28].
For a fair comparison, all of the models were trained with
the same protocol and the difference between them was the
objective function. The detailed setting is described in the
appendix.
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Figure 5. Effect of ϵ on label smoothing. The upper figure shows
error rates on CIFAR-100, and the lower figure shows the error
rates on CIFAR-10. Stars indicate ϵ achieving minimum error
rates.

Objective Baseline Adv. AA [58] PA [28] Ours

CIFAR-10 3.1 3.6 2.9 2.5
CIFAR-100 18.4 19.4 17.5 16.8

Table 3. Error rates (%) of WideResNet-28-10 trained with various
online optimization frameworks. All results are obtained under the
same augmentation models and training protocol, except for the
objective function.

The results are shown in Tab. 3. The error rates of Adv.
AA degrades from the baseline because the augmentation
model produces the unrecognizable images that confuse the
target model. For Adv. AA, one needs to carefully tune the
size of the search space to guarantee the convergence [58]
but we do not adjust it. In addition, for such instability,
the proposed augmentation model would be unsuitable be-
cause of its property, i.e., the color augmentation model can
transform the input image into any image. In other words,
the proposed augmentation would work only for the meth-
ods that guarantee transformed images to be recognizable.
Our method achieves better error rates than PointAugment.
PointAugment controls the upper bound of the loss for the
augmented data with a dynamic parameter, but our method
has no such restriction. As a result, our method provides
more diverse transformations and better improvements in
the error rates than PointAugment. The augmented images
are visualized in the appendix.

Evaluation of the proposed augmentation model. We
compare the proposed augmentation model to a differen-
tiable data augmentation pipeline (DDA) proposed in [17]
and augmentation models used in OnlineAugment (OA)
[49]. The results are shown in Tab. 4. The improvement of
DDA from baseline is less than that of ours. DDA uses some
techniques (e.g., relaxation [25,36] and straight-through es-
timator [1]) to make some data augmentation functions dif-
ferentiable, but these techniques induce inaccurate gradi-

Augmentation Baseline DDA OA Ours

CIFAR-10 3.1 2.8 16.7 2.5
CIFAR-100 18.4 18.0 26.2 16.8

Table 4. Error rates (%) of WideResNet-28-10 with DDA [17],
the augmentation models of OnlineAugment [49] (OA) and the
proposed augmentation on CIFAR-10 and CIFAR-100. Each aug-
mentation is optimized by the TeachAugment strategy.

ents and the vanishing gradient problem that would make
it difficult to learn effective augmentation in the TeachAug-
ment framework. OA is much worse than baseline. Onlin-
eAugment regularizes augmentation models based on prior
knowledge, such as cycle consistency and smoothness, in-
stead of bounding the search space. However, TeachAug-
ment does not impose strong regularization. The lack of
regularization would be unsuitable for augmentation with
the unbounded search space. We note that the proposed aug-
mentation is better than DDA and OA for TeachAugment,
but as seen in Tab. 3, it does not work in all cases.

5.3. Image classification

We compare our method to several previous methods:
AutoAugment (AA) [9], PBA [22], Fast AA [30], Faster
AA [17], DADA [29], RandAugment (RandAug) [10], On-
lineAugment (OnlineAug) [49], and Adv. AA [58].

For CIFAR-10 and CIFAR-100, we used the smoothing
parameter ϵ achieving the best error rate in the previous sec-
tion. We set ϵ to 0.1 for training on ImageNet, following the
tendency in Fig. 5 (i.e., the smaller ϵ tends to be better for
difficult tasks).

We show the comparison results in Tab. 5. Our method
achieves error rates comparable to other method except for
Adv. AA, which uses multiple augmented samples per
mini-batch. In particular, our method achieves the lowest
top-1 error rate on ImageNet among the methods without a
multiple augmentation strategy.

5.4. Semantic segmentation

We also evaluate our method on Cityscapes [8]. We
implement widely used models with a ResNet-101 back-
bone, FCN-32s [34], PSPNet [59], and Deeplabv3 [4]. As
baseline methods, we adopted RandAugment [10] and Triv-
ialAugment [39]. These methods also does not need careful
parameter tuning because they have few or no hyperparam-
eters.

We show the results in Tab. 6. Our method achieves
the best mIoU for each model. RandAugment hurts the
mIoU for FCN-32s, and TrivialAugment does not improve
the mIoU for any of the models. In fact, it has been reported
that TrivialAugment does not work well for tasks other than
image classification [39]. We suspect that the search spaces
of RandAugment and TrivialAugment are not suitable for
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CIFAR-10 CIFAR-100 ImageNet
WRN-28-10 Shake-Shake PyramidNet WRN-28-10 Shake-Shake PyramidNet ResNet-50

Baseline 3.9 2.9 2.7 18.8 17.1 14.0 23.7/6.9
Cutout [12] 3.1 2.6 2.3 18.4 16.0 12.2 -
AA [9] 2.6 2.0 1.5 17.1 14.3 10.7 22.4/6.4
PBA [22] 2.6 2.0 1.5 16.7 15.3 10.9 -
RandAug [10] 2.7 2.0 1.5 16.7 - - 22.4/6.2
Fast AA [30] 2.7 2.0 1.7 17.3 14.6 11.7 22.4/6.3
Faster AA [17] 2.6 2.0 - 17.3 15.0 - 23.5/6.8
DADA [29] 2.7 2.0 1.7 17.5 15.3 11.2 22.5/6.5
OnlineAug [49] 2.4 - - 16.6 - - 22.4/-
Adv. AA† [58] (1.9) (1.9) (1.4) (15.5) (14.1) (10.4) (20.6/5.5)
Ours 2.5 2.0 1.5 16.8 14.5 11.8 22.2/6.3

Table 5. Test set top-1 error rates (%) on CIFAR-10 and CIFAR-100 and validation set top-1/top-5 error rates on ImageNet. Please note
that Adv. AA† uses multiple augmented samples per mini-batch.

Model Baseline RA [10] TA [39] Ours

FCN-32 71.7 71.0 71.3 72.1
PSPNet 77.7 78.8 77.5 78.8

Deeplabv3 78.4 79.3 78.9 79.4

Table 6. Validation set mIoU (%) on Cityscapes. RA and TA
denote RandAugment [10] and TrivialAugment [39], respectively.

#Epochs 100 200 400

Baseline [7] 68.1 70.0 70.8
RandAugment [10] 68.0 70.0 70.7

TrivialAugment [39] 62.7 68.7 71.3
Ours 68.2 70.2 71.0

Table 7. ImageNet linear evaluation accuracy (%) for various pre-
training epochs. We set batch size to 256 for pretraining.

semantic segmentation tasks and model capacities. How-
ever, our method improves mIoU for all conditions without
adjusting parameters from the classification tasks.

5.5. Unsupervised representation learning

Finally, we evaluate our method with unsupervised rep-
resentation learning tasks using SimSiam [7]. To generate
two different views of the same image, we used two aug-
mentation models, aϕ1 and aϕ2 . The detailed settings can
be found in the appendix.

The results are shown in Tab. 7. TrivialAugment causes
underfitting for 100 and 200 epoch training due to the di-
versity of augmentation induced by the strong randomness.
RandAugment does not contribute to the improvement of
accuracy. Our proposed method consistently improves the
accuracy for all training schedules, although the improve-
ments are slight. This would be because the online op-
timization frameworks have aspects similar to curriculum
learning [2]. In other words, our method adjusts the aug-
mentation magnitude according to the learning progress of

the target model.

6. Conclusion

We proposed an online data augmentation optimiza-
tion method called TeachAugment that introduces a teacher
model into the adversarial data augmentation and makes
it more informative without the need for careful parame-
ter tuning. We also proposed neural network based aug-
mentation that simplified the search space design and en-
abled updating of the data augmentation with the gradient
method. In experiments, our method outperformed exist-
ing data augmentation search frameworks, including state-
of-the-art methods, on image classification, semantic seg-
mentation, and unsupervised representation learning tasks
without adjusting the hyperparameters for each task.

Limitation. The proposed color augmentation cannot
represent transformation using global information of a tar-
get image, such as Equalize and AutoContrast, because of
the lack of global information in the input. Such transfor-
mations may be realized using the color histogram as the
context vector, although at the expense of computational
cost, especially for high-resolution images. Moreover, we
only focused on geometric and color augmentation, but
there are many advanced augmentation that are not catego-
rized with them, for example, cutout [12] and mixup [57].
Considering such augmentations will be future work.

The training time for TeachAugment is approximately
three times longer than the conventional training procedure
because updating the augmentation model requires the for-
ward and backward computation of the target model and the
teacher model, in addition to updating the target network.
However, the training time of TeachAugment is almost the
same as other online methods [28,49] and is a realistic time
in comparison to AutoAugment [9]. We believe that it is a
negligible problem under the recent advances of computa-
tional power.
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