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Figure 1. Examples of structures learned by our proposed approach for the motion transfer task. We present results on three different
datasets: TaiChiHD, MGIF and VoxCelebl. It is worth noting that no prior structural information (e.g., skeleton) is used in our approach.

Abstract

Given a source image and a driving video depicting the
same object type, the motion transfer task aims to generate
a video by learning the motion from the driving video while
preserving the appearance from the source image. In this
paper, we propose a novel structure-aware motion model-
ing approach, the deformable anchor model (DAM), which
can automatically discover the motion structure of arbitrary
objects without leveraging their prior structure information.
Specifically, inspired by the known deformable part model
(DPM), our DAM introduces two types of anchors or key-
points: i) a number of motion anchors that capture both
appearance and motion information from the source image
and driving video; ii) a latent root anchor, which is linked
to the motion anchors to facilitate better learning of the
representations of the object structure information. More-
over, DAM can be further extended to a hierarchical ver-
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sion through the introduction of additional latent anchors
to model more complicated structures. By regularizing mo-
tion anchors with latent anchor(s), DAM enforces the corre-
spondences between them to ensure the structural informa-
tion is well captured and preserved. Moreover, DAM can be
learned effectively in an unsupervised manner. We validate
our proposed DAM for motion transfer on different bench-
mark datasets. Extensive experiments clearly demonstrate
that DAM achieves superior performance relative to exist-
ing state-of-the-art methods.

1. Introduction

Recently, motion transfer has gained increasing attention
from computer vision researchers, due to its numerous po-
tential applications in the fields of video re-enactment [4],
fashion design [7], face swapping [24], and so on. Given a
source image and a driving video of the same object type,
the goal of motion transfer is to generate a video that depicts
the motion pattern contained in the driving video while pre-
serving the appearance from the source image.
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Finding the correspondence between a source image and
a driving video is the key to successful motion transfer. Ex-
isting motion transfer methods address this issue in two
ways. On one hand, model-based methods [9, 14] utilize
a pre-trained third-party model to extract the structural in-
formation of an object (e.g., human bodies, human faces,
etc.). However, specific predefined structure priors are re-
quired for different objects. On the other hand, model-free
methods [23, 24, 33] treat motion keypoints as unknown
variables, then design models to predict them by optimiz-
ing the image reconstruction loss. While these approaches
do not require a predefined object structure, they often suf-
fer from false correspondences, leading to considerable ar-
tifacts emerging in the generated videos (see Fig. 2 for ex-
amples).

To address these issues, in this paper, we propose a novel
structure-aware motion transfer approach referred to as the
deformable anchor model (DAM). In DAM, we take advan-
tage of both the model-free and model-based methods. On
one hand, similar to the model-free methods, we represent
motion keypoints (a.k.a., “anchors”) as unknown variables,
which enables our model to perform motion transfer on an
arbitrary object without knowing its prior structural infor-
mation. On the other hand, to prevent the false correspon-
dences, we also encode the structural information to con-
strain those motion anchors. Unlike model-based methods,
our approach does not employ any pre-trained third-party
model. Instead, as inspired by the well-known deformable
part model (DPM) [8], DAM introduces a latent root an-
chor to regularize the motion anchors and model the object
structure, enabling the correspondence between the source
image and driving video to be enforced and thus further im-
proving the performance. Furthermore, by introducing ad-
ditional latent anchors, DAM can be easily extended to a
hierarchical version that can more effectively model com-
plicated object structures. Note that all latent anchors in our
DAM are unknown variables, and that DAM can be learned
in an end-to-end manner, similarly to previous model-free
methods.

We conduct experiments on four benchmark datasets
(i.e., TaiChiHD, FashionVideo, VoxCelebl and MGIF) for
performance evaluation. The experimental results show that
our method not only achieves the best quantitative perfor-
mance, but also exhibits a strong capacity to capture the
motion structure of different objects, such as human bodies,
faces, animals, and so on.

2. Related Work

Video-to-video synthesis: Motion transfer has been stud-
ied in the area of video-to-video synthesis to some extent.
Video2video [29] proposed to synthesize photo-realistic
videos via input video semantic maps. Chan et al. [4,34]
further extended the generation scheme to synthesize hu-

video

Driving l‘\w?\ E‘h;‘a\

Source
image

NON

TBOST
Figure 2. Failure cases from the FOMM method [24]. Inaccurate

correspondences between motion points cause parts of the human
body to be missed in the generated videos.
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man dance videos conditioned on input video pose se-
quences and a source identity. These methods are good at
utilizing the input source appearance information and can
generate realistic videos. However, they are also identity-
specific methods, meaning that they require a large amount
of source images with diverse views and ranges of motion
and moreover take a long time to train.

Motion transfer: Early methods [1, 14, 15,25,31] mainly
focus on pose-guided human image generation. These
works use off-the-shelf pose estimators or keypoint detec-
tors to pre-extract pose information, which is then adopted
for conditioning the image generation process. A series of
works [5,12,13,17,19-22,36,39,42] have adopted this ap-
proach. In addition, many works have proposed facial ani-
mation methods [2,6,9,11,28,30,32,35] which can be seen
as a kind of facial motion transfer. Similarly, these meth-
ods also employ an off-the-shelf facial landmark detector
for expression modeling.

Despite their ability to transfer the pose of a human body
or the expression on a human face, these methods heav-
ily rely on third-party models and are object-specific. In-
spired by Jakab et al. [10], which proved that object land-
marks can be learned in an unsupervised way via image
reconstruction, Monkey-Net [23] was the first to propose
a model-free motion transfer method for arbitrary objects,
which was achieved by building backward motion flow
from aligned keypoints to warp the source image feature to
driving pose. This warping-based method can achieve su-
perior motion modeling and transferring performance, but
this performance begins to suffer when the motions in ques-
tion are large and complex. FOMM [24] enhances the mo-
tion model by introducing local affine transformations to
motion keypoints. Since no structural information is pro-
vided, however, this approach often suffers from unstable
correspondence between the source and driving image. Re-
gionMM [26] further extends the FOMM by defining re-
gions that can be used to model parts of an object, although
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it does not consider the dependent structure between the dif-
ferent regions.

Other related work: Most of the above motion transfer
methods rely on keypoint detection for encoding pose in-
formation. Generally speaking, model-based methods tend
to adopt supervised keypoint detection or pose estimation
methods [3, 18, 37, 41], while model-free methods tend to
be unsupervised keypoint detection methods [10,40]. For
supervised cases, keypoints are learned on additional and
richly annotated datasets. For unsupervised cases, key-
points are usually learned via an auxiliary image reconstruc-
tion task. Specifically, detected keypoints are considered to
represent the structural information of an image object; the
image should be reconstructed via combining the structural
and appearance information.

Our work is partially inspired by DPM [8], which is a tra-
ditional human object detection approach. It breaks down
the task into individual part detection task across human
body and defines the score of positive detection of a root lo-
cation by considering the spatial distance prior between root
location and part locations. Intuitively, if the current rela-
tive distance from a part (e.g. the left leg of a human) to the
root (e.g. the head of a human) is much larger than the prior
relative distance, then these root-part pair locations tend to
be assigned a lower positive detection score in DPM. In a
similar spirit, we consider the motion prior of a root anchor
which is formulated in a similar way to the spatial distance
constraint in DPM.

3. Structure-Aware Motion Transfer

In this section, we present our structure-aware motion
transfer approach which we name the deformable anchor
model (DAM). We develop our approach based on the re-
cent first-order motion model (FOMM [24]), with the addi-
tion of two novel deformable anchor models to encode the
motion structure information. Below, we first present a brief
review of the FOMM method in Section 3.1, and then intro-
duce the basic deformable anchor model in Section 3.2. A
more effective hierarchical deformable anchor model is pre-
sented in Section 3.3, followed by a summary of the entire
model in Section 3.4.

3.1. Motion Flow Modeling

Given a source image and a driving video, FOMM [24]
generates the motion transfer video by warping the source
image to mimic the driving video in a frame-by-frame man-
ner. For this purpose, they firstly estimate the dense motion
flow between these two images. They then warp the source
image in the feature space, and synthesize the driving frame
with an image generator based on the warped source image
feature. The entire process is illustrated in the bottom part
of Figure 4.

Formally, given a source image .S and a driving frame
D, the motion between two images is modeled by the mo-
tion flow Ts. p(z), where z denotes the coordinates of any
pixel in the image. Estimating the dense motion flow is non-
trivial. To ease this process, FOMM employs a set of mo-
tion anchors; these anchors are intended to represent identi-
cal keypoints of the object in the source image and driving
frame (for example, the corresponding physical parts of the
human body). With the aid of aligned motion anchors the
dense motion flow can be derived through affine transfor-
mations.

In more detail, let 2] and z{ denote the k-th pair of cor-
responding anchors in S and D respectively; here, k =
1,..., K, where K is the number of motion anchors. This
yields the following:

28 = Tsep(2) (1)

Given a motion anchor, the motion flow for pixels at the
local region around the anchor can be approximately mod-
eled with an affine transformation. For convenience, let 7,
denote the dense motion flow derived by the k-th motion
anchor. The affine transformation can thus be described as
follows:

Ti(2) = Tu(2i) + Ok (2 — 25) )
where 0y, is the parameter of local affine transformation for
the k-th anchor.

Intuitively, the dense motion flow of a pixel z can be
derived from any nearby motion anchor. Thus a weight pa-
rameter My (z) is introduced to automatically combine the
Ti(z) from different anchors. The dense motion flow of any
pixel z can thus be represented as follows:

K
Tsep(z) =Y My(2) - Ta(2), 3)
k=1

where 22(:0 My(z) = 1,Vz, in which My(z) is an ad-
ditional mask for modeling background similar to the ap-
proach [26].

With zg,zz,ﬁk, and My, it is possible to obtain a dense
motion flow between the source image S and driving frame
D, after which the source image can be warped to mimic
the driving frame with an image generator. By enforcing
an image reconstruction loss on the image generator, a mo-
tion estimator can be trained to automatically predict these
unknown variables (i.e., zg,zz,ﬁk, and M},) (see Fig. 4).

As FOMM has shown, the motion anchors tend to have
coarse physical meanings (e.g., a motion anchor may al-
ways locate at the head region of a human). However, false
correspondences may occur if large motion or background
variance are present, which will lead to considerable arti-
facts in the generated videos, as shown in Fig.2. We will
discuss how to address these issues by encoding latent ob-
ject structure information in the following subsections.
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Figure 3. Illustration of Eqn. (5). The colored squares denote
prior flow derived from the root anchor, as described in Eqn. (4),
while the colored dots denote motion anchors. Euclidean distance
is minimized between the pairs.

3.2. Deformable Anchor Model (DAM)

As discussed above, artifacts can be observed in the
generated videos by FOMM. This is largely due to the
motion anchors in FOMM are not properly regularized.
Although different anchors are summed by the My(z)’s
through Eqn (3), we observe that M (z) tends to focus on
only a local region around the anchor z; due to the assump-
tion of affine transformation. As a result, the z; and 2{ pre-
dicted by the motion estimator may not be accurately cor-
responded, leading to errors in the dense motion flow and
artifacts in the generated video.

To address this issue, we propose a new deformable an-
chor model (DAM) to discover the motion structure infor-
mation of the object, then employ this information to reg-
ularize the motion anchors. In more detail, our model is
inspired by DPM [8]. We introduce an additional latent
root anchor to establish communications among motion an-
chors. In a similar spirit to DPM, by connecting motion
anchors with the root anchor, we expect the model to be-
come aware of the motion structure of an object, even if its
appearance varies in source images and driving videos.

Intuitively, given a source image and a driving frame,
the root anchor represents the global motion between the
two objects, which means that the flow of motion anchors
should be related to that of the root anchor. Let z¢ denote
the latent root anchor of the driving frame. We then model
the relation between the motion and root anchors with an
affine transformation, as follows:

TE) =T ()40 (-2 @

where 7. (z,‘f) is the derived flow based on the latent root
anchor using the affine transformation model. We then reg-
ularize the motion flow of 2{ to be similar to the derived
flow using the following loss:

Locr = |Talel) - T (1)1 ®)

A further explanation of Eqn. (4) and (5) is provided in
Fig. 3. In a departure from the original FOMM, where the

motion anchors are almost independent, we encode a latent
object structure to regularize the motion anchors. Eqn. (4)
implies that we assume an affine transformation relation
between the flow of the root anchor and motion anchors.
While this may be stricter than required, divergence from
ideal cases is permitted, and we use the derived flow as a
prior to regularize the motion anchors with Eqn. (5).

On the other hand, through the use of Eqn. (4) and (5),
the motion anchors also guide us to learn a meaningful root
anchor. As shown in Fig. 6, the root anchor is always lo-
cated at the object centroid to capture the global movement
of the object from one image to another.

It should further be noted that, at the training stage, the
latent root anchor z¢ and the affine transformation parame-
ters 6, can be obtained by the motion estimator in a similar
way as the motion anchors. At the testing stage, the root
anchor is discarded, and we only need to use the predicted
motion anchors to generate dense motion flow in the same
way as FOMM. The overall architecture of our method is
illustrated in Fig. 4.

3.3. Hierarchical DAM

As discussed above, using an affine transformation to
model the structure prior might be too restrictive, especially
for objects with complicated motion. Taking the human
body as an example, a movable part (e.g., left leg) might
contain multiple joints, meaning that a single affine trans-
formation can scarcely be expected to describe such a com-
plex structure prior.

This motivates us to construct a hierarchical deformable
anchor model to facilitate the modeling of more compli-
cated object structures. In more detail, we additionally in-
troduce a set of latent intermediate anchors into the basic
deformable anchor model. Rather than directly regularizing
the motion anchors with the latent root anchor, we instead
use latent intermediate anchors to regularize motion anchors
and the latent root anchor to regularize latent intermediate
anchors. Similarly, the affine transformation prior is applied
between different types of anchors. Let z¢ denote an inter-
mediate anchor; accordingly, we have:

T (z) = T (29 +6, (28— 22 (6)

T: (zg) = 7T (zzd) + 6; (z,‘f — zf) (7
where 6,. and 6; are affine transformation parameters of the
root anchor zf and intermediate anchor zf, while 7, and 7;
are the respective derived flows.

Accordingly, the loss for regularizing the motion flow of
motion anchors can be written as follows:

Lrei = H77c(zlccl)*7;(2g)”2 ®)
Licr = [T =T ()|, ©)

Note that although the loss L. ; is defined for every pair of
24 and z{, we expect it takes effect on several z{’s nearby
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Figure 4. Overview of the proposed method. Anchors of the source image and driving image are respectively predicted through the motion
estimator (we draw five motion anchors for clarity). The generated anchors are then are fed into a flow mask estimator together with the
source image. The motion anchors and the flow masks are subsequently combined to obtain the dense warping flow for image generation.
Note that motion anchors are constrained by the root anchor (e.g. the largest dot) and intermediate root anchors (e.g. medium-sized dots).

z¢ only. Therefore, in implementation, we assign attention
weights to all z{’s for each zf, and allow the model to adjust
these weights automatically.

With latent intermediate anchors, we can model a three-
level hierarchical structure for object motion. To this end
the procedure illustrated in Fig. 3 can be further extended,
where image pixels are involved, above which are the mo-
tion anchors, intermediate anchors and the root anchor re-
spectively. By applying the affine transformation prior be-
tween the adjacent levels, we are able to model more com-
plex object structures.

3.4. Training DAM and HDAM

In both the basic deformable anchor model and hierar-
chical deformable anchor model, the newly introduced la-
tent root anchors and the latent intermediate anchors can be
predicted by the motion estimator network, which can be
trained similarly to FOMM, i.e. in an end-to-end fashion by
optimizing the image reconstruction loss.

More specifically, following FOMM [24], we utilize the
perceptual loss as our main driving loss, which is usually
defined with a pre-trained VGG-19 networks [27]. Given
a driving image D, the perceptual loss can be expressed as
follows:

Lpor = 5 le |oup) —a®)| 109

where D is the generated driving image, ¢; denotes the fea-
ture extractor using the [-th layer of the VGG-19 network,
and C, H, W denote the number of channels, feature map
height and width respectively.

Additionally, similar to recent works [24,40], an equiv-
ariance loss is adopted to ensure the geometric consistency

of the learned anchors. For a known geometric transforma-
tion T and a given image I, the loss is defined as follows:

Loui =Y Hz,ﬁ fol(sz“))H (11
k

Training DAM: For the basic deformable anchor model,
we write the loss for regularizing motion anchors as fol-
lows:

K
‘Cdam = Z Eker (12)
k=1

where L., is defined in Eqn. (5).
The total training loss of our DAM model can be defined
as:
L= ['per + £equi + ‘Cdam (13)

where we apply equal weights for all losses.

Training HDAM: For the hierarchical deformable an-
chor model, assuming a total of I intermediate anchors are
used, the loss can be written as follows:

I /K
Lhdam = Z (Z Wik Lrei + Li(—r) (14)

i k=1

where Ly, ; and £;. . are respectively defined in Eqn. (8)
and Eqn. (9); moreover, w;;, denotes the attention weight
between motion anchor k and intermediate anchor 7, which
is computed through a fully connected layer. More detailed
information about the attention process is presented in the
supplementary material.

The total training loss of our HDAM model can be de-
fined as:

L= Eper + Eequi + Ehdam (15)
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where we also apply equal weights for all losses. In prac-
tice, when training HDAM, we use a pretrained DAM
model as the initial model, then optimizing the loss in
Eqn. (15).

4. Experiments

In this section, we evaluate our method on the bench-
mark datasets, and further provide insightful analysis by
means of an ablation study and qualitative results.

4.1. Experimental Setup

Datasets: We follow FOMM [24] and RegionMM [26] in
evaluating our method on four benchmark datasets contain-
ing different types of object:

e TaiChiHD [24] contains 2867 training videos and 253
test videos. This dataset contains Tai-chi performers
with different identities and various backgrounds, and
is thought to be the most challenging dataset in this
area due to its large motion. Two resolution variants of
this dataset are evaluated: 1) all raw videos are cropped
and resized to the basic 256 x 256 resolution, as with
FOMM; 2) the 512 x 512 resolution, is a subset that
removes any raw videos that fail to satisfy the resolu-
tion request for cropping, which contains 962 training
videos and 112 testing videos.

 FashionVideo [38] contains 500 training videos and
100 test videos. Videos in this dataset depict a single
posing model with diverse clothing and textures. All
videos are resized to a 256 x 256 resolution.

e MGIF collected in [23], is a cartoon animal dataset
containing 900 training videos and 100 test videos. All
videos are resized to a 256 x 256 resolution.

* VoxCelebl [16] is a talking head dataset, containing
19522 training 525 test videos. All videos are resized
to a 256 x 256 resolution.

Evaluation protocols: Since ground-truth videos are not
available for use in evaluating generated videos for the mo-
tion transfer task, we follow the FOMM [24] evaluation pro-
tocol and take self-reconstruction as a proxy task to quan-
titatively evaluate the proposed method. More specifically,
an input video is reconstructed from the appearance repre-
sentation of its first frame and the motion flow of the entire
videos according to Eqn. (3). The same four different met-
rics as in [24] are used for evaluation.

e L1. The average L; distance between the pixel values
of generated and ground-truth video frames.

» Average Keypoint Distance (AKD). This metric com-
putes the average keypoint distance between generated
and ground-truth video frames. It is designed to evalu-
ate the pose quality of the generated video frames.

* Missing Keypoint Rate (MKR). For human body
datasets, we further report MKR, which represents the
percentage of keypoints that are not detected in gener-
ated video frames but are localized in the ground truth
video frames.

» Average Euclidean Distance (AED). This metric is de-
signed to assess the identity quality of generated video
frames based on specific feature representations; in the
feature space, the average Euclidean distance between
generated and ground-truth video frames is computed.

Implementation details: Seen in the supplementary.

4.2. Comparison with Existing Methods

We compare our method with two recent model-free mo-
tion transfer methods: FOMM [24] and RegionMM [26].
Quantitative results: The comparisons are summarized in
Table 1. We can observe that our proposed HDAM ap-
proach generally achieves the best performance on all eval-
uation metrics. In particular, the fact that our £, score is
the lowest reflects the good quality of the videos generated
by our method. Moreover, the improvement to AKD and
MKR indicates that our method achieves good motion trans-
fer, while the improved AED also reflects the appearance
quality of the videos generated using our method.

In more detail, compared to the FOMM method, we
achieve a notable improvement on the TaiChiHD, Fashion-
Video and MGIF dataset, while also gaining better results
on the VoxCeleb dataset. This clearly proves the effective-
ness of using deformable anchor models to regularize mo-
tion anchors. Moreover, the fact that our work outperforms
the most recent related work, RegionMM, further proves the
advantages of modeling object structure; notably, this supe-
riority also holds in the case of higher-resolution inputs. We
further note that the improvements on the VoxCeleb dataset
are not as significant as those on the TaiChiHD and MGIF
datasets. This is possibly because the structures of the hu-
man face are relatively simple, while the human body con-
sists of multiple joints and movable parts, meaning that its
motion are usually quite complicated. These results reflect
that the deformable anchor model helps to transfer motion
on various objects, especially those with complicated struc-
tures, which also validates the motivation of this work.
User study: We conduct a user study for cross-identity mo-
tion transfer. More specifically, we prepare 50 concatenated
results consisting of a source frame, driving videos and
videos generated by FOMM, RegionMM and our method;
the synthesized videos are placed in random order in each of
the concatenated videos. Fifty participants are asked to rank
the three videos based on the appearance preservation and
transferred motion. As Table 2 shows, participants clearly
identified our videos as being of higher quality than the syn-
thesized videos produced by existing methods.
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Figure 5. Qualitative comparisons on cross-identity motion transfer. We present four source identities driven by two videos from the
TaiChiHD dataset. It can be seen that our method generally synthesizes the most structure-stable results.

TaiChiHD 256 x 256 TaiChiHD 512 x 512 Fashion VoxCelebl MGIF
L1 (AKD, MKR) AED L1 (AKD, MKR) AED L1 (AKD, MKR) AED L1 AKD AED L1
Monkey-Net | 0.077 (10.798, 0.059) 0.228 - - - - - - 0.049 1.89 0.199 -
FOMM 0.057 (6.649,0.036) 0.172 | 0.065 (15.08,0.061) 0.202 | 0.013 (1.142,0.005) 0.059 | 0.041 1.28 0.133 | 0.0224
RegionMM | 0.048  (5.246,0.024)  0.150 | 0.057 (11.97,0.028) 0.166 | 0.011 (1.187,0.005) 0.056 | 0.040 1.28 0.133 | 0.0206
Ours DAM | 0.045 (5.102,0.024) 0.150 | 0.054 (10.83,0.032) 0.158 | 0.011 (1.116,0.005) 0.055 | 0.040 1.26 0.130 | 0.0207
Ours HDAM | 0.044  (4.790,0.021) 0.146 | 0.053 (10.19,0.027) 0.156 | 0.011 (1.041,0.004) 0.054 | 0.039 1.24 0.124 | 0.0201

Table 1. Quantitative comparisons on the self-reconstruction task. We present results on four benchmarks; here, a lower score is preferred
for all metrics. For fair comparison, motion anchors are set to 10 for all methods.

TaiChiHD Fashion Voxcelebl
Ours vs FOMM 91.6% 76.0% 54.2%
Ours vs RegionMM 59.1% 66.6% 66.0%

Table 2. User preferences favoring our approach.

Qualitative results: We additionally present examples of
the videos generated by the three methods in Fig. 5. Gener-
ally speaking, FOMM often synthesizes an abnormal body
shape or an incorrect motion from the driving video. More-
over, while RegionMM is able to roughly depict the motion
contained in the driving video, it may also fail to capture
more detailed structural information, leading to obvious ar-
tifacts (e.g., the lost or weirdly warped human arms). By
contrast, our method is generally able to capture the motion
details well and produces more stable results. More quali-
tative results are provided in the supplementary material.

4.3. Ablation Study

We next conduct an ablation study to analyze the impact
of our proposed components. Specifically, we study two
variants of our proposed approach: 1) the basic deformable
anchor model in Section 3.2 (referred to as “Ours (DAM)”),
and 2) the hierarchical deformable anchor model in Sec-
tion 3.3 (referred to as “Ours (HDAM)”). We further em-
ploy FOMM in which no deformable anchor model is used,
as a baseline for comparison.

As seen in Table 1, we conduct experiments on the
TaiChiHD dataset and analyze the results. We observe that
Ours (DAM) achieves considerable improvements relative
to the baseline FOMM, confirming the validity of exploit-
ing object structures with a deformable anchor model in or-
der to improve motion transfer. Moreover, by introducing
the hierarchical deformable anchor model, Ours (HDAM))
achieves further improvements.

In Fig. 6, we present qualitative examples of our ab-
lation study to reveal how our method works. We draw
predicted anchors on generated frames to facilitate detailed
analysis. As can be seen from the figure, FOMM gener-
ally fails to capture the local structure of the human body
(such as hands and legs) due to the incorrectly aligned mo-
tion anchors; by contrast, Ours(DAM) can synthesize a rela-
tively complete object structure, reflecting the effectiveness
of DAM in constraining the object structure. Furthermore,
Ours(HDAM) generally learns the meaningful structure and
synthesizes high-quality results while capturing stable and
complete structure information, which further verifies the
superiority of modeling the hierarchical object structure.

4.4. Parameter Analysis

To validate the robustness of the proposed method, we
study the influence of different hyper-parameter settings in
this section. Specifically, we examine two important hyper-
parameters in our model, namely the number of motion an-
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FOMM

Figure 6. Qualitative ablation study. We visualize the latent root
anchor as the largest dot and denote the intermediate anchors us-
ing medium-sized dots; correspondingly, the smallest dots rep-
resent motion anchors. Adjacent anchors are connected through
straight lines according to the max attention weight, which reflects
the constraint relation. Note that all learned intermediate anchors
are overlapped with a motion anchor in this dataset; further analy-
sis of this is provided in the supplementary material.

chors and the number of intermediate anchors. We con-
duct experiments on the TaiChiHD and MGIF datasets to
perform this analysis. The quantitative results are obtained
from the Ours (HDAM) model. As seen in Table 3, our
method continues to improve as more motion anchors are
involved, with a large improvement visible when moving
from 5 to 10 motion anchors and a relatively small one from
10 to 20 motion anchors. Moreover, our method generally
works well with 2 ~ 6 intermediate anchors, as can be seen
from Table 4. Our observations further suggest that, when
more intermediate anchors are involved, the HDAM model
tends to learn that some of them are meaningless or over-
lapping with other intermediate anchors; we explain that the
object structure is overfitted in these situations. Overall, our
method generalizes well to these hyper-parameters.

4.5. Structure Visualizations

To understand the proposed methods in more depth, we
visualize the predicted hierarchical anchors of video frames
on different datasets in Fig. 1 and Fig. 6; more qualitative
results are provided in the the supplementary material. As
is evident from the results, the learned root anchor is al-
ways located at the object centroid regardless of its iden-
tity or background; moreover, intermediate root anchors are
often located at different local regions of an object, which
enables them to capture more detailed motions of the parts
in question. Note that in our hierarchical model, as seen
in the fourth row of Fig. 6, when different motions occur,
motion anchors can be regularized by different intermedi-
ate anchors according to the attention weights in Eqn. (14).

MGIF TaiChiHD
L1 L1 (AKD, MKR) AED
5 1 0.0235 | 0.048 (5.730,0.028) 0.159
10 | 0.0201 | 0.044 (4.790,0.021) 0.146
20 | 0.0185 | 0.043 (4.615,0.018) 0.138

Table 3. Quantitative performance with different number of mo-
tion anchors. We assess performance at 5, 10, 20 motion anchors
respectively. The number of intermediate anchors is fixed at 3.

MGIF TaiChiHD
L1 Ll  (AKD,MKR) AED
2 0.0202 | 0.045 (4.763,0.021) 0.146
3| 0.0201 | 0.044 (4.790,0.021) 0.146
4100201 | 0.044 (4.836,0.022) 0.146
5 0.0199 | 0.045 (4.926,0.023) 0.146
6 | 0.0200 | 0.044 (4.792,0.022) 0.146

Table 4. Quantitative performance with different numbers of in-
termediate anchors. We tune 2 ~ 6 intermediate anchors respec-
tively. The number of motion anchors is fixed at 10.

This reflects the ability of our HDAM model to flexibly
constrain the motion structures according to the varying
motions in the dataset. In summary, this star-like motion
structure learned by our deformable anchor model exhibits
a strong ability to model stable motions between images.

5. Conclusion

This paper proposes a novel structure-aware motion
transfer approach with deformable anchor model. In DAM,
the latent root anchor is designed to constrain the motion an-
chors. We then explore the intermediate latent root anchors
to build hierarchical DAM, leading to structure-stable mo-
tion transfer and yielding the best performance (both quali-
tatively and quantitatively) relative to existing benchmarks.
We further interpret our method through insightful an ab-
lation study and validate the robustness of our method to
different hyper-parameter settings.

Societal impact and limitations: Motion transfer tech-
niques could be misused for generating fake videos, which
might bring negative societal impact. People should be cau-
tious and get authorized when manipulating videos using
these techniques. Moreover, while we demonstrate state-
of-the-art performance, the results are not perfect. Some
artifacts can still be observed when there exists occlusion,
large motion, complex background, efc. We will study these
issues in the future.
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