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Abstract

Scene graph generation (SGG) is to detect object pairs
with their relations in an image. Existing SGG approaches
often use multi-stage pipelines to decompose this task into
object detection, relation graph construction, and dense
or dense-to-sparse relation prediction. Instead, from a
perspective on SGG as a direct set prediction, this paper
presents a simple, sparse, and unified framework, termed as
Structured Sparse R-CNN. The key to our method is a set
of learnable triplet queries and a structured triplet detec-
tor which could be jointly optimized from the training set
in an end-to-end manner. Specifically, the triplet queries
encode the general prior for object pairs with their rela-
tions, and provide an initial guess of scene graphs for sub-
sequent refinement. The triplet detector presents a cas-
caded architecture to progressively refine the detected scene
graphs with the customized dynamic heads. In addition, to
relieve the training difficulty of our method, we propose a
relaxed and enhanced training strategy based on knowl-
edge distillation from a Siamese Sparse R-CNN. We per-
form experiments on several datasets: Visual Genome and
Open Images V4/V6, and the results demonstrate that our
method achieves the state-of-the-art performance. In ad-
dition, we also perform in-depth ablation studies to pro-
vide insights on our structured modeling in triplet detec-
tor design and training strategies. The code and models
are made available at https://github.com/MCG-
NJU/Structured-Sparse-RCNN .

1. Introduction

Scene graph generation (SGG) [45] aims at detecting ob-
jects with their pairwise relations in an image. This struc-
tured representation could serve as an effective and com-
pact representation for high-level visual understanding tasks
such as image captioning [47, 48] and visual question an-
swering [2, 11, 32]. Structure information between visual
entities is the key to the success of many SGG methods.
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Figure 1. An example of scene graph generation. The scene graph
is relatively sparser than the fully connected graph.

To capture this structure information, most existing meth-
ods typically follows a multi-stage pipeline to decompose
this complex task into sub-tasks of object detection, fully-
connected relation graph construction, dense relation clas-
sification [37, 49, 52], or dense-to-sparse relation classifica-
tion [46], as shown in Fig. 2. These well-established meth-
ods often rely heavily on object detection performance and
involve redundant computation for fully-connected relation
graph construction.

In addition to structure information, we observe that
sparsity is another important property on relation detection
in natural images. For example, in Fig. 1, the ground-truth
triplets of ⟨ leg, on, woman ⟩ and ⟨ logo, on, shirt ⟩ are more
commonly expressed than the relation between logo and leg.
Most existing dense or dense-to-sparse detection methods
for SGG fails to well capture the general sparse and seman-
tic priors. Accordingly, inspired by the recent sparse object
detectors (e.g. DETR [3], Sparse R-CNN [34]), we present
a new perspective on SGG by treating it as a direct sparse
set prediction problem. However, unlike sparse object de-
tection, sparse SGG is much more challenging due to its
inherent difficulty in object pairing and relation prediction.

In this paper, we propose a direct sparse scene graph
generation framework without explicit object detection and
relation graph construction for inference, coined as Struc-
tured Sparse R-CNN. As shown in Fig. 2c, the key to
our Structured Sparse R-CNN is a set of learnable triplet
queries and a structured triplet detector. These learnable
triplet queries, composed of two object boxes, two object
content vectors and one relation content vector, are respon-
sible for capturing the general prior for sparse detection
and encoding the spatial and appearance information of ob-
jects and their relation. Based on the input of CNN fea-
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Figure 2. Comparison of scene graph generation pipeline. (a) The dense detectors enumerates all object pairs for relation inference, e.g.
MOTIFS [49]. (b) The dense-to-sparse detectors utilize a pruning scheme to remove unreasonable pairs before the relation inference, e.g.
Graph R-CNN [46]. (c) Our network directly generates sparse scene graphs with triplet queries.

ture maps and triplet queries, our triplet detector progres-
sively detects the visual entities and recognizes their rela-
tions. The triplet detector contains two cascaded modules
for object pair detection and their relation prediction, re-
spectively. Specifically, we devise structured connections
for each triplet query to capture the hierarchical context in-
formation. These structured connections first leverage the
local interaction in object pairs (Pair Fusion) for better de-
tection and then utilize the object information (E2R Fu-
sion) for better relation prediction. The parameters of triplet
queries are jointly optimized with network weights.

In practice, we find it is challenging to directly train our
Structured Sparse R-CNN from scratch. The major chal-
lenge comes from the relatively sparse annotations of re-
lations in the current datasets. The sparse relation anno-
tations contain few related object labels, leading to incom-
plete supervision signal for our object pair detection. Fur-
thermore, the negative samples are hard to define in the ob-
ject pair level. To solve this issue, we propose to build a
Siamese Sparse R-CNN to guide the training of our Struc-
tured Sparse R-CNN in a knowledge distillation frame-
work [10]. This Sparse R-CNN only generates pseudo-
labels [25,31,43] for training and is inactivated during test-
ing. With the help of these pseudo-labels, we design a new
relaxed matching criteria for set prediction loss and enable
the training of Structured Sparse R-CNN to be more sta-
ble. Finally, to deal with imbalance distribution of object
and relation categories in datasets, we propose an adaptive
focusing parameter in our focal loss and utilize a post-hoc
logit adjustment, to further boost the performance.

To verify the effectiveness of our framework, we perform
experiments on several datasets: Visual Genome [15] and
Open Images V4/V6 [17]. The experiment results demon-
strate that our model is able to yield new state-of-the-art
performance under setting of the same backbone on all
datasets. In addition, we conduct in-depth ablation stud-
ies to verify the effectiveness of structure modeling in our
design. In summary, our main contribution is threefold:

• We present a new sparse and unified framework for
direct scene graph generation, without explicit object
detection and preceding graph construction for infer-
ence. This new framework equipped with the struc-

tured connection proposed by us shares several advan-
tages, namely simplicity without multi-stage design,
effective context modeling, and high efficiency.

• We present a practical training strategy to overcome
the training difficulty of Structured Sparse R-CNN.
The knowledge distilled from a Siamese Sparse R-
CNN can generate useful pseudo-labels to guide our
training. We also propose an adaptive focusing param-
eter and utilize logit adjustment for imbalance distri-
bution of objects and relations.

• Experiment results demonstrate that our simple frame-
work is able to yield the state-of-the-art performance
for scene graph generation on Visual Genome and
Open Images V4/V6. We also perform detailed ab-
lation studies to provide insights on our designs.

2. Related Work

Scene Graph Generation (SGG). In this part, we will dis-
cuss the existing works for SGG from three aspects: relation
modeling, pipeline and long-tailed distribution. The explicit
modeling for relations [18–20, 38, 41, 45, 46] is commonly
considered. Xu et al. [45] built a bipartite graph composed
of object proposals as object nodes and union proposals as
relation nodes, and the message was passed between them
to emphasize features. Yang et al. [46] utilized the pairwise
object features to select few candidates of relation nodes in
GCN [14] for classification. Since MOTIFS [49] was pro-
posed, many works [23,36,37,42,49,52] begin to aggregate
context information for relation classification into object
nodes, and the explicit relation features are only treated as
attachments. As for the pipeline, almost all previous works
revolve around the concept of multi-stage relation detection
and ignore the feasibility of the one-stage paradigm. Re-
cently, some works started to focus on the one-stage relation
detection [5,13,24,29,35,50,54], but almost all of them still
consider explicit post-hoc object detection to boost the per-
formance, thereby making the overall framework a bit com-
plicated. Some of them even do not make full use of the
sparse and semantic priors. As for the long-tailed relation
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Figure 3. Structured Sparse R-CNN. Our method presents a simple, sparse and unified framework for direct scene graph generation
without explicit object detection and relation graph construction in advance. Our framework is composed of CNN backbone, triplet
queries, and triplet detector. The triplet queries encode the prior information on object boxes, object appearance, and relation appearance.
The triplet detector consists of a series of detection heads. The detector takes CNN features and triplet queries as input, and progressively
refine the relation detection results with two cascaded modules (marked in yellow and purple). The vectors of triplet queries are jointly
optimized with the network weights with back-propagation. (i) in this figure denotes the index of current head. PE denotes positional
encoding.

distribution, Tang et al. [36] performed a variant of logit cal-
ibration based on causal analysis. Li et al. [18] studied the
re-sampling approach for SGG. In this paper, we directly
generate a graph based on a sparse set of queries as its ba-
sic elements with efficiency and accuracy. We also propose
a corresponding training strategy to get rid of explicit ob-
ject detection when performing inference. In addition, we
revisit the explicit modeling of relations and utilize logit ad-
justment [28] for the long-tailed datasets.
Sparse Object Detector. Recently, numerous works for
sparse object detection were proposed. DETR [3] uses the
Hungarian loss [3] and a transformer [40] architecture for
object detection based on few queries as sparse anchors.
Deformable DETR [53] boosts the performance by com-
bining the deformable convolution [6] with the transformer
and utilizing multi-scale features. Sparse R-CNN [34] is
more lightweight than these methods and easier to serve as
a baseline. In this paper, we extend Sparse R-CNN into our
sparse triplet detector for generalized relation detection, and
design corresponding structures as well as specific training
strategy for sparse SGG.

3. Proposed Approach
Overview. Unlike the previous SGG methods composed

of multiple stages, our Structured Sparse R-CNN presents a
simple, direct and unified framework for relation detection.
Our method takes image features and a set of triplet queries
as inputs, and passes them into the stacked detection heads
to progressively detect objects and predict their relations.
The parameters of triplet queries can be jointly optimized
with network weights in an end-to-end manner. We detail
these components in the sequel.

3.1. Structured Sparse R-CNN

Backbone. The image is fed into a convolution neu-
ral network (CNN) [44] with Feature Pyramid Network
(FPN) [21] for feature extraction, and then the feature maps

are fed into our triplet detector to detect objects and predict
relations. More details can be found in Section 4.2.

Triplet query. To localize objects and recognize their
categories and relations, our Structured Sparse R-CNN uses
a set of learnable triplet queries to represent the general dis-
tribution prior of triplets. Specifically, each triplet query
is composed of two proposal boxes representing the loca-
tions of objects, two object content vectors encoding the
appearance of objects, one relation content vector capturing
the structure information between objects. Each box is a 4-
d parameter to represent the normalized box center, width,
and height. The object and relation features are represented
by 1024-d and 256-d parameters respectively, which encode
the semantics of objects and relations.

These triplet queries are randomly initialized during
training and jointly optimized with network weights via
back-propagation algorithm. Once the training is finished,
these learnt triplet queries serve as the general prior for SGG
and are the same for all testing images. Basically, the learnt
triplet queries could be viewed as the general statistics of
potential objects location, appearance, and their relations,
discovered in a data-driven manner from training set. They
provide an initial guess for the triplet candidates, which is
then refined progressively with the triplet detector.

Triplet detection head. Our Structured Sparse R-CNN
is composed of a series of modular network building blocks,
termed as Triplet Detection Head, to progressively refine the
location and categories of objects as well as the prediction
of relations. As shown in Fig. 3, each head of our triplet
detector presents two modules to perform object pair detec-
tion and their relation prediction, respectively. These two
modules are cascaded together with structured connections
to accomplish the task of SGG.

Object pair detection. Given N triplet queries, triplet de-
tector first uses object feature vectors to perform the global
and local information interaction. The traditional multi-
head self-attention mechanism is employed for aggregating
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global context information into objects. To better describe
the context features within object pairs, we propose a pair
fusion module (PF) to relate the object feature vectors by
using a multi-layer perception (MLP). The meaning of this
structured connection lies in emphasizing each object fea-
ture via utilizing the unique properties of the internal inter-
action, e.g. in one triplet, its subject will be aware of which
object to pair with. Moreover, the relations are unlikely to
occur between the same objects. Therefore, this operation
is designed to separate the objects and enhance their seman-
tics. Its specific process is as follows:

Xp = ReLU(LN(W s
0Xs +W o

0Xo)),

X ′
s = Xs +W s

1Xp + Ps, X
′
o = Xo +W o

1Xp + Po,
(1)

where Xs and Xo denote the subject and object content vec-
tors, respectively. Ps and Po are positional encoding for
subjects and objects. W s

0 ,W
o
0 ,W

s
1 ,W

o
1 and W0 are learn-

able matrices. LN(·) and ReLU(·) represent the layer nor-
malization [1] and ReLU activation [8]. X ′

s and X ′
o are used

for generating the key and query vectors in self-attention.
Then the enhanced object feature vector is used to attend

the RoI pooled feature of each object independently with a
dynamic convolution [12], where the kernels for convolu-
tion are produced by object feature vectors. Subsequently, a
feed-forward network (FFN) [40] with two MLPs (i.e., cls
and reg heads) is constructed for object box regression and
category classification, respectively.

Relation recognition. After the object pair detection, our
triplet detector perform visual relation prediction for each
detected object pair. After performing a similar dynamic
convolution on relation-level features from ROI Align [9]
with relation vectors, we introduce a bottom-up connection
to combine the object-level features with our relation fea-
ture vectors. This bottom-up structured connection is called
as visual entities to relation fusion, denoted by E2R Fusion
(E2R). These object-level features are expected to enhance
the relation vectors by providing low-level object informa-
tion via other MLPs:

Hr = WxReLU(LN(W s
r Fs)) +WyReLU(LN(W o

r Fo)),

F ′
r = LN(Fr +Hr +W p

r ReLU(W s
pPs +W o

pPo)),
(2)

where Fs, Fo and Fr denote the features of the subjects,
objects and relations, respectively. W s

r , W o
r , Wx, Wy , W s

p ,
W o

p and W p
r are linear transformation matrices. Finally,

a FFN with relation classification head is used to conduct
relation prediction with the enhanced relation vectors.

In addition, due to the object feature is helpful for rela-
tion prediction [52], we use object-level features to directly
predict the relation categories as another branch. The fi-
nal classification comes from the sum of the outputs of the
master branch and this branch.

Discussion. Our Structured Sparse R-CNN is an exten-
sion of the original Sparse R-CNN to the structure predic-
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Figure 4. Learning with Siamese Sparse R-CNN. We present a
relaxed and enhanced training strategy for our Structured Sparse
R-CNN based on the knowledge distillation from a Siamese
Sparse R-CNN which is composed of object detection heads. This
extra Sparse R-CNN generate pseudo-labels for our triplet label
assignment and also augment our triplet queries at each layer, ben-
efiting the training of Structured Sparse R-CNN.

tion task. To mitigate the difficulty of relation detection over
object detection, our Structured Sparse R-CNN introduces
customized structure modeling in our triplet detector. The
key difference with the original Sparse R-CNN is the con-
sideration of structure information. First, we introduce the
pairwise object context information for better object detec-
tion. Second, we model the hierarchical context information
between two objects and their relation. As shown in experi-
ments, this structure modeling is of great importance in our
Structured Sparse R-CNN design to accomplish SGG.

3.2. Learning with Siamese Sparse R-CNN

Unlike Sparse R-CNN [34], we observe that it is chal-
lenging to directly train our Structured Sparse R-CNN only
with the ground-truth triplets. These triplet annotations
cover too few object samples. However, for our triplet de-
tector, training its object pair detection component requires
a large number of object samples. Therefore, we consider
generating some virtual object pairs as pseudo-labels for
training so as to increase the recall of object pair detection.
For this objective, we present a relaxed and enhanced train-
ing strategy based on knowledge distillation [10] from an
extra Sparse R-CNN which can yield a set of such pseudo-
labels. To allocate these pseudo-labels to predicted object
pairs in training, we design a two-stage triplet label assign-
ment with specific classification and regression loss. Even
if these pseudo-labels are not in annotations, they could be
used to train the object pair detection component under the
new label assignment and loss.

Siamese Sparse R-CNN. As shown in Fig. 4, we pro-
pose to build an extra Sparse R-CNN only activated in the
training phase. This network shares the same weight with
our Structured Sparse R-CNN and thus is called as Siamese
Sparse R-CNN. It is separately employed for object detec-
tion, and has the auxiliary queries independent of the triplet
ones. It is jointly trained with our triplet detector, and has
its own object label assignment just like the object detec-
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tors [3,34]. The detected objects are grouped into pairs and
act as pseudo-labels for training Structured Sparse R-CNN.

Two-stage triplet label assignment. In training, we first
directly use Hungarian matching [3] to assign ground-truth
relations with their objects to a set of triplet candidates.
Then, for the remaining triplet candidates not matching the
ground-truth triplets, instead of padding their objects with
background label, we use another Hungarian matching to
assign these object pairs to a subset of pseudo-labels pro-
vided by Siamese Sparse R-CNN. With such a matching,
these triplets are forced to approximate object pairs that
most resemble them. Finally, with the two-stage label as-
signment, we compute the loss for triplet detection as the
sum of LF for the triplets matched in the first stage and LB

for the ones matched in the second stage.
In the first stage, a bipartite matching is conducted be-

tween ground-truth triplets and all predicted triplets [16].
The following is the matching cost between a prediction and
a ground-truth triplet, as well as a part of the final loss:

LF = λclsrL
g
clsr

+
∑

i∈{s,o}

λclsiL
g
clsi

+ λL1i
Lg
L1i

+ λgioui
Lg
gioui

,

(3)

where Lg
clsi

and Lg
clsr

are focal loss [22] between ground-
truth and predicted labels of objects and relations, respec-
tively. s/o refers to the subject/object in one object pair.
Lg
L1i

and Lg
gioui

are L1 loss and generalized IoU loss [30]
between the bounding boxes of objects and the correspond-
ing ground-truth boxes, respectively. λclsr , λclsi , λL1i

and
λgioui

are the coefficients of each component.
In the second stage, for the set of pseudo-labels, we re-

move some of its pairs that detect the ground-truth, and de-
note the remaining pairs as the pseudo-label set U . In prin-
ciple, we could directly use U to train our triplet detector,
but some works show that the hard-label format benefits
training [39]. Therefore, considering the objects in U are
also assigned with labels during the previous object label
assignment, we keep the boxes of the objects not matching
ground-truth objects unchanged and replace all the classi-
fication scores as well as other predicted boxes with the as-
signed labels. Then, we perform another bipartite matching
between U and the object pairs from remaining triplet pre-
dictions. Due to the existence of predicted boxes, this stage
of label assignment is like distillation. The matching cost
between a predicted pair and a pair in U is as follows:

Lm
B =

∑
i∈{s,o}

ηL1i
Lu
L1i

+ ηgioui
Lu
gioui

+ 1u
i ηclsiLu

clsi ,

(4)
where Lu

clsi
, Lu

gioui
and Lu

L1i
is loss between predicted

objects in triplets and the objects in U , just like those
in Eq. (3). ηclsi , ηL1i

and ηgioui
are coefficients. 1u

i is 1
if the object from U hits the ground-truth, otherwise is 0.

Fr
eq

ue

Class Index

Pair
Individual

Figure 5. The class distributions of objects as individuals and
pairs. The frequency from the two distributions is sorted in de-
scending order separately.

After the bipartite matching of the second stage, we then
pad the relation predictions in the remaining triplets with
background label. The loss for these triplets is as follows:

LB = λclsrL−
clsr

+
∑

i∈{s,o}

ηclsiLu
clsi

+ 1u
i (ηL1iLu

L1i
+ ηgioui

Lu
gioui

),

(5)

where L−
clsr

is focal loss between relation prediction and
background label, the other terms are same with the above.

3.3. Imbalance Class Distribution

Adaptive focusing parameter. The format of triplets
may deteriorate the imbalanced class distribution of entities.
As shown in Fig. 5, the most frequented class of entities as
the elements of pairs in distribution is far heavier than as
individuals, which is attributed to the duplicates of entities
induced by the format of triplets. Thus, we consider reduc-
ing the weights for majority classes in the loss for object
classification. Inspired by [23], we re-balance the biased
model by tailoring the focusing parameter (denoted as γ) in
focal loss [22] for each category:

γ(c) = min{2, 3− (1− fc)
µ(− log(fc))

1
µ }, (6)

where c denotes the object category. fc denotes the fre-
quency of each object category occurring in triplets. µ is a
hyper-parameter.

Logit adjustment (LA). As for the imbalance class dis-
tribution of relations, we utilize logit adjustment [28]. We
directly calculates the frequency for each relation category,
and the final classification score is obtained from the logit
minus the frequency multiplied by a tuning parameter τ .

4. Experiments
We conduct experiments on Visual Genome [15] and

Open Images [17]. We describe evaluation settings, imple-
mentation details, ablation studies and comparisons to the
state-of-the-art methods.

4.1. Datasets and Evaluation Settings

Visual Genome (VG). VG [15] is the most widely used
dataset for SGG. We followed the widely adopted VG
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Rel E2R PF R@20 R@100 zR@20 zR@100 mR@20 mR@100 zR@100 (LA) mR@100 (LA)

23.16 34.62 0.79 2.44 5.09 8.62 3.03 19.04
✓ 25.33 36.57 0.94 2.41 5.67 9.13 2.96 20.25

✓ ✓ 25.52 36.58 1.38 3.41 6.03 9.83 3.61 19.96
✓ ✓ 24.32 35.34 1.24 3.32 5.77 9.37 3.83 19.55
✓ ✓ ✓ 25.82 36.93 1.51 3.74 6.08 10.04 4.04 21.39

Table 1. Study on the structured modules. Rel: using relation feature vectors, PF: pairwise fusion, E2R: visual entities to relation fusion.

TLA NMS R@20 R@100 zR@20 zR@100 mR@20 mR@100 zR@100 (LA) mR@100 (LA) speed

full BG 24.62 35.00 1.21 3.11 5.75 9.20 3.52 18.57 0.19
full BG ✓ 24.85 35.14 1.24 3.27 5.83 9.26 3.69 18.78 0.29

no BG 23.21 35.99 1.09 2.82 5.25 9.63 3.35 20.35 0.19
no BG ✓ 25.45 38.29 1.33 3.79 5.93 10.63 3.98 22.23 0.29

p-label 25.82 36.93 1.51 3.74 6.08 10.04 4.04 21.39 0.19
p-label ✓ 26.49 37.42 1.62 4.09 6.27 10.24 4.19 21.65 0.29

Table 2. Study on the triplet label assignment. TLA: triplet label assignment, no BG: training without background object label, full BG:
assigning background label to all non-foreground entities, p-label: pseudo-label. Notably, in this table, the bolded and underlined values
indicate the best results without and with NMS, respectively.

Adapt-γ R@20 R@100 mR@20 mR@100 mR@100 (LA)

25.58 36.57 5.93 9.76 20.90
✓ 25.82 36.93 6.08 10.04 21.39

Table 3. Study on adaptive focusing parameter.

split [4, 37, 45, 49] including the most frequent 150 object
categories and 50 relation categories. Since our paradigm
generates triplet candidates based on queries, the modes
based on ground-truth objects (e.g. PredCls and SGCls [27])
are not suitable here. We adopt the mode of SGDet, which
considers both object detection and relation prediction. The
traditional metrics on VG is Recalls [27]. Due to the im-
balanced class distribution of relations in VG, Recalls are
dominated by frequent categories. Thus, following [36],
we also utilize mean Recalls (mR) [37] and zero-shot Re-
calls (zR) [27] for evaluation.

Open Images (OI). OI [17] is another large-scale dataset
containing annotations for SGG. Currently, two bench-
marks for SGG are built on the two versions of this dataset,
namely OI V4 and OI V6, respectively. On each bench-
mark, we carried out experiments and utilized the same
backbone as used in [18], and followed their data process-
ing and evaluation metrics. The training sets and testing sets
of OI V4 contain 54k images and 3k images, respectively.
It contains 57 object categories and 9 relation categories.
OI V6 includes 126k images for training, 2k and 5k images
for validation and testing, respectively. It contains 601 ob-
ject categories and 30 relation categories. For both OI V4
and OI V6, the results are evaluated with the metric of
mean Recall@50, Recall@50, weighted mean AP of triplets
(wmAPrel), and weighted mean AP of phrase (wmAPphr).
The wmAPrel evaluates the AP of the predicted triplet in

which both the subject and object boxes have an IoU of at
least 0.5 with ground-truth, while the wmAPphr uses the
union area of the subject and object boxes for IoU calcu-
lation. The final evaluation score is calculated by score =
0.2× Recall@50 + 0.4× wmAPrel + 0.4× wmAPphr.

4.2. Implementation Details

For fair comparison on OI V4, OI V6 and VG, we uti-
lize the same ResNeXt-101-FPN [21, 44] as the backbone
for training Structured Sparse R-CNN. Our network is op-
timized by AdamW [26], and its initial learning rate and
batchsize are set to 6.4 × 10−5 and 8, respectively. The
number of total iterations is 80k, and the learning rate is de-
cayed by the factor of 10 on the 47kth and 64kth iterations.
Following [34], both the triplet detector and the object de-
tector both have 6 detection heads. Since the classification
scores in a triplet share the same weight when inference, the
parameters in our loss are set as follows: λclsr = λclsi =

4
3 ,

λL1i = 5, λgioui
= 2, ηclsi =

1
3 , ηL1i =

5
4 and ηgioui

= 1
2 .

As for focal loss, we set α and the fixed γ to 0.25 and 2,
respectively. We set µ to 4 for the adaptive focusing param-
eter. The number of triplet queries is set to 300 and can be
extended into 800. The number of auxiliary queries is set to
100. The τ in logit adjustment is set to 0.3. Notably, like
Sparse R-CNN [34], NMS can be removed.

4.3. Ablation Study

We perform ablation studies on VG and report the per-
formance on various Recalls. Furthermore, we report the
performance of our models equipped with logit adjustment.

Study on the structure modeling. We begin our abla-
tion study by exploring the importance of structure model-
ing in our design. Specifically, we first propose a purely
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Model R@20 R@50 R@100 zR@20 zR@50 zR@100 mR@20 mR@50 mR@100 speed

IMP [45] 18.1 25.9 31.2 0.2 0.4 0.8 2.8 4.2 5.3 0.43
G-RCNN [46] - 29.7 32.8 - - - - 5.8 6.6 -
VTransE [51] 24.5 31.3 35.5 - 1.9 2.6 5.1 6.8 8.0 0.40
RelDN [52] - 31.4 35.9 - - - - 6.0 7.3 -

GPS-Net [23] - 31.1 35.9 - - - - 7.0 8.6 -
MOTIFS [49] 25.1 32.1 36.9 - 0.1 0.2 4.1 5.5 6.8 0.45

MOTIFS(Focal) [49] 24.7 31.7 36.7 - 0.1 0.3 3.9 5.3 6.6 -
MOTIFS(EBM) [33] 24.3 31.7 36.3 0.1 0.2 - 5.7 7.7 9.3 -

VCTree [37] 24.5 31.9 36.2 0.1 0.3 0.7 5.4 7.4 8.7 0.67
VCTree(EBM) [33] 24.2 31.4 35.9 0.2 0.4 - 5.7 7.7 9.1 -

Transformer [40] 25.6 33.0 37.4 0.0 0.1 0.3 6.0 8.1 9.6 0.38
VTransETDE [51] 13.5 18.7 22.6 - 2.0 2.7 6.3 8.6 10.5 -
MOTIFSTDE [49] 12.4 16.9 20.3 - 2.3 2.9 5.8 8.2 9.8 -
VCTreeTDE [37] 14.0 19.4 23.2 - 2.6 3.2 6.9 9.3 11.1 -

VCTree(EBM)TDE [33] 14.7 20.6 24.7 1.6 2.7 - 7.1 9.7 11.6 -
Transformer†TDE [40] 11.2 15.6 19.0 1.4 2.0 2.5 6.9 9.2 10.9 -

BGNN [18] - 31.0 35.8 - - - - 10.7 12.6 -

Ours 25.8 32.7 36.9 1.5 2.7 3.7 6.1 8.4 10.0 0.19
Ours* 26.1 33.5 38.4 1.5 2.7 4.0 6.2 8.6 10.3 0.32

OursTDE 14.5 18.3 21.0 1.8 2.7 3.6 10.8 15.0 18.5 0.29
Ours*TDE 15.0 19.7 22.9 1.6 2.7 3.8 9.8 14.6 18.0 0.54

OursLA 18.4 23.3 26.5 1.9 2.9 4.0 13.5 17.9 21.4 0.19
Ours*LA 18.2 23.7 27.3 2.0 3.1 4.5 13.7 18.6 22.5 0.32

Table 4. Comparisons with the state-of-the-art methods at SGDet on Visual Genome (VG). * refers to the 800 queries. LA: logit ad-
justment [28]. The reimplemented model is denoted by the superscript †. The two blocks indicate the models with or without debiasing
techniques, respectively.

Sparse R-CNN baseline without explicitly introducing the
relation feature vector. This baseline simply treats relation
detection as object pair detection without structure mod-
eling and its performance is lower than other variants of
Structured Sparse R-CNN, as shown in Tab. 1. Then, we
investigate the effectiveness of structure modeling module
(PF and E2R) in our method by detailed ablations. In Tab. 1,
the results demonstrate that these structured connections are
helpful for the relation detection.

Study on the triplet label assignment. We perform the
ablation study on the effectiveness of two-stage triplet label
assignment and report the results in Tab. 2. For fair com-
parison, we report results all with co-training of Siamese
Sparse R-CNN, and the only difference is label assignment
strategy. First, we report the results of one-stage triplet label
assignment, similar to the training of sparse object detec-
tors, where the object candidates in unmatched triplets are
all assigned with the background category (denoted by full
BG). Then, we remove the background label assignment for
those objects in unmatched triplets (denoted by no BG).
From the comparison between these two settings, we find
that the performance with background supervision at R@20
is better than without it. When the NMS post-processing is
used, the performance of the full BG model is poor. We
speculate the background supervision is key to duplicate

removal. However, for the objects in triplets with back-
ground relations, the full BG model will suppress them in-
discriminately though some of them have localized ground-
truth objects. Finally, we compare the previous strategies
with our proposed pseudo-label assignment. Equipped with
our pseudo-labels, the overall performance without NMS
is better than that of the previous two training strategies,
and NMS can still achieve good performance. Among these
metrics, its performance on R@20 is consistently the high-
est. These results demonstrate the effectiveness of our pro-
posed knowledge distillation framework on training our net-
work. In addition, equipped with NMS, we observe that
the absence of background object supervision leads to bet-
ter performance than utilizing pseudo-labels. We speculate
the noise in pseudo-labels influence the training, thereby re-
sulting in more wrong predictions with low confidence, as
well as the lower R@100 and mR@100 performance.

Study on the adaptive focusing parameter. We con-
duct comparative study on the adaptive focusing parameter.
In Tab. 3, the improvement at R@100 and mR@100 shows
its effectiveness.

4.4. Comparisons with the State of the Art

Visual Genome (VG). We compare our model to the
results of the state-of-the-arts methods on VG, shown

19443



Model mR@50 R@50 wmAPrel wmAPphr scorewtd

RelDN [52] 70.40 75.66 36.13 39.91 45.21
GPS-Net [23] 69.50 74.65 35.02 39.40 44.70
BGNN [18] 72.11 75.46 37.76 41.70 46.87

Ours 72.62 74.92 43.47 48.17 51.64
OursLA 79.23 74.75 43.57 48.25 51.68

Table 5. Comparisons with the state-of-the-art methods on
Open Images (OI) V4. Following [18], R@50 here is micro-
Recall@50 [7], calculated directly on total ground-truth triplets.

Model mR@50 R@50 wmAPrel wmAPphr scorewtd

MOTIFS [49] 32.68 71.63 29.91 31.59 38.93
RelDN [52] 33.98 73.08 32.16 33.39 40.84
VCTree [37] 33.91 74.08 34.16 33.11 40.21

G-RCNN [46] 34.04 74.51 33.15 34.21 41.84
GPS-Net [23] 35.26 74.81 32.85 33.98 41.69
BGNN [18] 40.45 74.98 33.51 34.15 42.06

Ours 42.84 76.66 41.47 43.64 49.38
OursLA 50.73 75.70 41.14 43.24 48.89

Table 6. Comparisons with the state-of-the-art methods on OI V6.
Following [18], R@50 here is micro-Recall@50 [7].

in Tab. 4. Following the tradition, we first provide the re-
sults of each method on Recalls. However, VG has a long-
tailed distribution of relation categories, and the traditional
Recalls are dominated by the frequent categories such as
”on”. Accordingly, the mean and zero-shot Recalls are also
utilized to evaluate the existing methods [36].

The results in Tab. 4 show that our Structured Sparse R-
CNN achieves the state-of-the-arts performance on multi-
ple metrics. Specifically, our model shows new state-of-
the-arts performance in terms of zero-shot Recalls. As for
mean Recalls, our basic model obtains the performance of
8.2% on average. Furthermore, our model with 800 queries
achieves the best performance on Recalls with an average of
32.7%. We speculate that the reason why more queries lead
to higher performance lies in the wide range of triplet com-
binations. With respect to the processing speed, we conduct
experiments on the same server and our model achieves the
fastest speed, 0.19 second per image, in the same experi-
mental setting compared to other methods.

Following [36], we also report the results of various
methods equipped with techniques against long-tailed re-
lation category distribution in Tab. 4. Our model with
TDE [36] or LA pushes the performance on zero-shot and
mean Recalls in the task of SGDet to a new level. We think
it is because the long-tailed relation class distribution limits
the performance of models on mean Recalls. With the same
debiasing techniques such as TDE, the effectiveness of our
design on context feature utilization is revealed.

Open Images (OI). We demonstrate the effectiveness of
our method on Open Images and the results are in Tab. 5
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Figure 6. Results of Recall@100 from our model and another
method. Due to space limitation, only the directed edges matching
the ground-truth pairs are presented. The misclassified relations
are marked in red.

and Tab. 6. Consistent with the higher performance at mean
Recalls in VG, our method performs better under metrics
for each class. When evaluated on R@50, our method still
outperforms previous methods. Moreover, our model with
logit adjustment performs slightly worse than the basic one
under weighted metrics such as wmAPrel, wmAPphr and
scorewtd in Tab. 6, with the drop on R@50.

Qualitative analysis. We visualize the detection results
of SGG on VG in Fig. 6. In general, comparing the re-
sults between the last two column, we see that our model
detects more correct relation prediction than previous state-
of-the-art method, which demonstrates the effectiveness of
our method.

5. Conclusion

In this paper, we have presented a new perspective on
scene graph generation (SGG) as a direct set prediction
problem, and proposed a simple, sparse, and unified frame-
work for SGG, termed as Structured Sparse R-CNN. The
key to our method is a set of learnable triplet queries and a
structured triplet detector, which could be jointly optimized
in an end-to-end manner. In addition, we present a relaxed
and enhanced training strategy based on the knowledge dis-
tillation from a Siamese Sparse R-CNN. We also propose
to use adaptive focusing parameter and logit adjustment for
imbalance data distribution. We perform experiments on
several datasets: Visual Genome and Open Images V4/V6,
and the results demonstrate that our method achieves the
state-of-the-art performance.
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