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Abstract

In Class Incremental Learning (CIL), a classification
model is progressively trained at each incremental step on
an evolving dataset of new classes, while at the same time,
it is required to preserve knowledge of all the classes ob-
served so far. Prototypical representations can be lever-
aged to model feature distribution for the past data and in-
ject information of former classes in later incremental steps
without resorting to stored exemplars. However, if not up-
dated, those representations become increasingly outdated
as the incremental learning progresses with new classes. To
address the aforementioned problems, we propose a frame-
work which aims to (i) model the semantic drift by learn-
ing the relationship between representations of past and
novel classes among incremental steps, and (ii) estimate
the feature drift, defined as the evolution of the represen-
tations learned by models at each incremental step. Se-
mantic and feature drifts are then jointly exploited to infer
up-to-date representations of past classes (evanescent rep-
resentations), and thereby infuse past knowledge into incre-
mental training. We experimentally evaluate our framework
achieving exemplar-free SotA results on multiple bench-
marks. In the ablation study, we investigate nontrivial rela-
tionships between evanescent representations and models.

1. Introduction

Continual learning (also called lifelong learning) refers
to the ability to continuously learn and adapt to new envi-
ronments, exploiting knowledge gained from the past for
solving novel tasks. Though being a common human trait,
lifelong learning methods are hardly deployed in practical
systems. As a matter of fact, learning models are usually
constrained to well-defined and narrow tasks, where they
can achieve remarkable performance. Nonetheless, when
training a model on a continuous stream of tasks, the catas-
trophic forgetting arises; new information acquired by the
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Figure 1. In CIL, training models on new classes causes represen-
tations of past categories to constantly change. Yet, unavailability
of data of former classes prevents from tracking their evolution in
feature spaces, leading to evanescence of their representations and,
in turn, to catastrophic forgetting. We propose to model represen-
tation drift on a semantic level (i.e., relationship among novel and
past classes) and on a feature level (i.e., the combined evolution of
features learned by a classification model), and exploit it to infer
up-to-date representations of past classes. By injecting old-class
knowledge into the learning process, we counteract forgetting.

model tends to erase what has been experienced so far.
Continual learning has been extensively studied in a

class incremental fashion [6, 22, 23]. In class incremental
learning (CIL), a model is employed with sequential tasks,
where classes to be learned progressively change (Fig. 1).
For each incremental training task and step t, the training
set is composed of images belonging to the current class set
Ct, whereas past semantic categories Cold , {Ct′}t−1

t′=1 lack
any training sample. The goal of the model is to maximise
the generalisation (classification) accuracy on all the classes
observed up to the current step. Yet, the change of distribu-
tion of training data Dt in the form of semantic drift (i.e.,
due to change of experienced class set Ct) leads to forget-
ting, where bias towards new data causes past information
to be gradually erased and learned representations to be con-
stantly updated (i.e., feature drift) focusing on new tasks.

Contributions of this work to overcome the aforemen-
tioned limitations can be summarised as follows:
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• To expound the forgetting phenomena in CIL, we ex-
plore dynamics of incrementally learned classifiers using
a probabilistic approach. Our investigation (Fig. 1) sug-
gests that a source is the evanescence of representations
Fold learned using old classes Cold and unavailability of
their distribution p(Fold) in incremental steps (Sec. 3).

• To revive the evanescent representations (ERs), we devise
a framework which enables to model different types of
representation drifts modularly. In the framework (Fig. 1,
2 and 3), we first define the change of feature represen-
tations by feature drift (i.e., due to constantly evolving
feature representations of different patterns learned from
data in CIL) and propose an effective method to model it
(Sec. 4.1). Next, we define the change of representations
of classes by semantic drift (i.e., due to the change of se-
mantic categories learned at different incremental steps)
and propose an effective method to model it (Sec. 4.2).

• We propose to train semantic and feature drift models
together with feature learning and classification models.
The proposed method integrates learning and inference in
training: it is used to estimate distributions p(Fold) to be
exploited for preserving knowledge of Cold while learning
new representations for Ct, ∀t (Sec. 5).

• In the experimental analyses, our proposed methods
outperform SotA exemplar-free competitors on various
benchmarks. We also provide a detailed ablation study of
geometric and statistical properties of drift models (Sec.
6). Our experimental results explicate the nontrivial rela-
tionships between accuracy of models and distribution of
evanescent and revived representations in CIL (Sect. 6.2).

2. Related Work
Most of the successful CIL methods use exemplars of

old classes Cold to rehearse past knowledge [1, 3, 4, 7, 8, 12,
18, 20, 25, 27, 32, 36]. However, storing samples belonging
to all classes might be impractical due to limited resource
availability or privacy requirements. To address CIL with-
out storing exemplars, regularisation methods have been
proposed [2, 5, 16, 39, 41]; the common goal is to identify
key model parameters to solve old tasks, and prevent their
change when learning a new task. Alternatively, knowledge
distillation [11, 19] has been introduced, where representa-
tions of new classes are forced to only slightly deviate from
their original version computed at the beginning of an incre-
mental step for learning the current task. Yet, those meth-
ods usually underperform state-of-the-art (SotA). Genera-
tion of pseudo-exemplars of past classes has been proposed
in [15, 26, 28, 34, 37]. Nonetheless, these works resort to
complex generative frameworks, which still must address
an additional generative auxiliary task. We instead operate
in feature spaces, where we can effectively leverage pro-
totypes [29] and use lightweight models. Causal networks
have been exploited for CIL [13], and provided SotA accu-

racy if jointly applied on top of exemplar-based methods.
An exemplar-free approach using self-supervised learning
was devised in [35], yet with focus on embedding networks.

In [43], class prototypes were used to inject past knowl-
edge. Although showing promising results, this method
fails to capture the representation drift that is present while
incrementally training models. This is because represen-
tations Fold , {Ft′}tt′=1 of Cold (computed when corre-
sponding data is available and then kept fixed for the rest of
the training) are getting constantly staler and more outdated
as the learning progresses and models are updated. A differ-
ent work [40] proposes to estimate the change of prototypes
Πold , {Πt′}tt′=1 of Cold while learning Ct. However, they
(i) do not directly capture the relationship between semantic
representations of old (Πold) and new classes (Πt′ ), rather
focusing on estimating the change of drifts across Cold and
Ct, (ii) neglect what we call feature drift, that is the joint
evolution of model features during single task training (i.e.,
they treat feature representation drift independently for each
feature channel), (iii) limit their scope to embedding learn-
ing and (iv) devise a non-learnable module to estimate pro-
totype shift, where we show that our framework learning
representation drift provides models with higher capacity,
and leads to overall improved classification accuracy.

3. Learning Representations in CIL
At each step t ∈ [T ] = {0, 1, . . . , T} of CIL, we are

given a datasetDt = (Xt,Yt), where Xt = {xt,j}Nt
j=1 is the

set of samples, Yt = {yt,j ∈ Ct}Nt
j=1 is the set of their

labels. Ct is the set of class labels observed at this step, and
Ct ∩Ct′ = ∅,∀t 6= t′. Popularly employed CIL models [43]
are composed of a feature extraction model fθ ∈ F and a
classifier hφ ∈ H with parameters θ ∈ Θ and φ ∈ Φ. At
each tth step, the models are trained by solving

arg min
θt,φt,ε

Ltcc +

t−1∑
t′=0

εt′ , (1)

where Ltcc , Lµt(Dt; θt, φt) is the expected loss of the
model gt = hφt

◦fθt onDt sampled from a distribution µt at
step t, while εt′ controls forgetting of representations of old
classes [43]. Generative classifiers implementing hφ ∈ H
optimise (1) to model p(C,F ;P) where P = Θ ∪ Φ. Dis-
criminative classifiers, such as softmax classifier, optimise
(1) to model p(C|F ;P) defining the loss by a function (e.g.,
cross-entropy) of p(C|F ;P). CIL methods aim to model
p(C,F |Pt) without using {Dt′}tt′=0 at t, where
• Pt = Θt ∪ Φt, Θt = {θt′}tt′=0 and Φt = {φt′}tt′=0

1,
• F ∈ F = Ft ∪ Fold is the random variable taking values

from the set of feature representations Ft learned at step
t on Dt and from Fold = {Ft′}t−1

t′=0, and
1In some CIL methods, models trained at earlier steps t′ < t are frozen

and re-used at consecutive steps, while the other methods incrementally
update the models at each step. In the latter case, Pt = {θt} ∪ {φt}.
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Term Distribution Term Distribution
PC p(Fold,Ft) P12 p(Ct,Ft,Fold)
P1 p(Ct,Ft) P13 p(Ct, Cold,Ft)
P2 p(Ct,Fold) P14 p(Cold,Ft,Fold)
P3 p(Cold,Ft) P24 p(Ct, Cold,Fold)
P4 p(Cold,Fold) P34 p(Cold,Fold,Ft)

Table 1. Factors of the classification probablity p(C|F) modeled
by a discriminative classifier in CIL.

• C ∈ C = Ct ∪ Cold is a random variable of semantic
(class) representations, where Cold = {Ct′}t−1

t′=0.
To elucidate the dynamics of models used for CIL in this

setting, we factorize the probability p(C ∈ C|F ∈ F) by2

p(C ∈ C|F ∈ F) ∝PA −PB
PC

, (2)

where PC , PA := P1 +P2 +P3 +P4, and PB := P12 +
P13 + P14 + P24 + P34 are expressed in Table 1. More
details are provided in supplemental material.

Deep learning models have been employed to model
these probabilities implicitly by learning representations of
old and new classes, and make predictions for new classes:
(i) Class posterior probabilities for old (p(C ∈ Cold|•))
and new classes (p(C ∈ Ct|•)) are computed using classi-
fiers hΦt′ ,∀t

′ ∈ [t]. (ii) Feature representationsFt of new
classes Ct are learned by updating fΘt′ ,∀t

′ ∈ [t].
Evanescent Representations (ERs): At the tth step, we

do not have access to old samples Dold = {Dt′}t−1
t′=0. Thus,

features Fold cannot be extracted from Dold. Therefore,
methods aiming to learn representations via (2) treat PC ,
which denotes the distribution of features learned using old
classes, as a normalising partition function, and ignore it to
compute p(C ∈ C|F ∈ F) ∝ PA −PB .

To address this problem and bring the evanescent
representations Fold to life, we exploit class proto-
types3 π ∈ Πold. We leverage prototypes at the begin-
ning of an incremental step to model their distribution
p(F ∈ Fold|πc ∈ Πold) (denoted by Fold ∼ Πold in Fig. 2
and Fig. 3). Then, we update p(F ∈ Fold) throughout the
incremental step by modeling the representation drift to re-
vive evanescent representations. In the next section, we will
provide a detailed description of the proposed approach.

4. Modeling Representation Drift
Let F0

t denote the set of features extracted using a fea-
ture extractor fθt at the beginning of the incremental step
t, and Fnt denote the set of features extracted using fθt
updated with n > 0 optimisation stages from the dataset
Dt. Since only Dt is available at the step t, F0

t and Fnt
contain only representations of new classes Ct. Similarly,
Πt,0
old and Πt,n

old are the set of semantic representations (pro-
totypes) of old classes Cold, respectively available at the be-
ginning of the step t and updated at the nth stage (n > 0) of

2We drop Pt when dependency on it is trivial for the sake of simplicity.
3We obtain prototypes by computing class-wise mean of features [43].
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Figure 2. Illustration of the learning phase (LP) of semantic and
feature drift models. SD (top): we model the relationship between
representations of new and old classes at the beginning of the in-
cremental step. FD (bottom): we capture the evolution of repre-
sentations of novel classes within the incremental step.

the same step. Moreover, we remark that storing prototypes
is very memory efficient and compliant to privacy require-
ments [43], since a very limited amount of processed data
has to be stored (i.e., comparable to the size of a classifier).

We propose modeling the drift of feature and semantic
representations using two models: (i) Γγ parameterized by
γ, and (ii) Ψψ parameterized by ψ in two phases:
• In the Learning Phase (LP); the parameters γ and ψ are

optimized to estimate the relationship among representa-
tions available at an incremental step t (Fig. 2).

• In the Inference Phase (IP); the learned models Γγ and
Ψψ are used to infer Fnold which are evanescent represen-
tations revived at the step t (Fig. 3).

The following subsections present the methods proposed for
modeling drifts. To identify and train Γγ and Ψψ , we pro-
pose employment of Gaussian (GM) and Variational (VM)4

models parameterized by DNNs. We introduce model train-
ing algorithms in Sec. 5. The analyses given in Sec. 6 show
that GMs provide more robust accuracy since they do not
suffer from pathologies of VMs [21, 38]. On the other hand,
VMs can provide higher accuracy for small Dt.

4.1. Modeling Feature Drift

4.1.1 Learning Phase

We aim at modeling the feature drift (FD) on Dt as repre-
sentations revive and evolve throughout the step t > 0 as
depicted in Fig. 2. At stage n > 0, we extract Fnt and train
Γγn

t
to learn the relationship between F0

t and Fnt .
GM: To employ GMs, we first identify Γγn

t
: F0

t → Fnt
by a DNN, e.g., a multilayer perceptron (MLP). Then,
Γγn

t
is trained to track and model the evolution of revived

evanescent representations (RERs) from stage 0 to n.
VM: We consider Γγn

t
as a stochastic map and identify

it by a variational model such as a variational auto-encoder
(VAE). The VM is trained by maximising the likelihood

4Although Gaussian processes can be used for VMs [14], we consider
GMs and VM individually to explicate variational structure of VMs.
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Figure 3. An outline of our CIL framework augmented with the proposed representation drift models. A classifier is trained on the dataset
Dt at step t (Ltce). Feature knowledge distillation (Ltfkd) is used to reduce feature drift. We exploit the drift models learned in LP (Fig. 2) to
infer revived evanescent representations (RERs), which are leveraged by Ltrd to inject past knowledge into the current training procedure.

p(F ∈ Fnt |F ∈ F0
t ; γnt ). Thereby, we can statistically

model the FD across different stages [n] at a given step t.

4.1.2 Inference Phase

In the LP, the model Γγn
t

is trained to learn the drift expe-
rienced by features of Ct. In the IP (Fig. 3), we exploit the
trained Γγn

t
to infer the FD undergone by features of Cold,

and distribution p(F ∈ Fnold) of RERs.
GM: We use Γγn

t
to infer representations of old class

prototypes Πt,n
old at stage n > 0 under the FD. That is,

Γγn
t

enables us to directly track the trajectory of Πt
old from

stage 0 to n, and thus map Πt,0
old to Πt,n

old,f . If n = 0, then
Γγ0

t
is an identity map. Finally, we approximate the distri-

bution p(F ∈ Fnold) of RERs at stage n by a Gaussian dis-
tribution p(F ∈ Fnold;πc ∈ Πt,n

old,f ) ∼ N (πc, σc). For both
GM and VM, the standard deviation σc is estimated at step
t′ when c ∈ Ct′ , and kept fixed at every step t′′ > t′.

VM: The trained model Γγn
t

provides an approxi-
mation of p(F ∈ Fnold|F ∈ F0

old). At stage n = 0,
we resort to p(F ∈ F0

old), as no feature drift has to
be estimated, and we model the distribution of RERs
by p(F ∈ F0

old) ∝ p(F ∈ F0
old;πc ∈ Πt,0

old) ∼ N (πc, σc).
At n > 0, training features are sampled from
p(F ∈ Fnold|F ∈ F0

old; γ
n
t ) · p(F ∈ F0

old).

4.2. Modeling Semantic Drift

4.2.1 Learning Phase

We aim at capturing the semantic drift (SD) experienced by
representations at each incremental step. To this end, at the
beginning of each step, we extract F0

t and train a network
Ψψ0

t
with parameters ψ0

t to model the relationship between
F0
t and F0

old. We employ prototypes π ∈ Πt,0
old to model

p(F ∈ F0
old) ∝ p(F ∈ F0

old;πc ∈ Πt,0
old) ∼ N (πc, σc). As

opposed to Γγ , Ψψ captures the SD observed at each new
step. Therefore, an individual model Ψψ is optimised at the
start, and fixed for the rest of the step (i.e., ψnt = ψ0

t ). When
model fusion is adopted, instead, Ψψ is re-trained once per
stage , to account for the drift estimated by Γγ (Sec. 5.2).

GM: We first identify Ψψn
t

: F0
t → Πt,0

old by a DNN.
(e.g., MLP). Then, Ψψn

t
is trained to model the SD between

representations for classes available at the current step (Ct)
and those experienced in the past (Cold).

VM: We first approximate the distribution p(F ∈ F0
old)

of evanescent representations revived at stage n = 0 by
p(F ∈ F0

old;πc ∈ Πt,0
old) ∼ N (πc, σc). Then, a conditional

VM (e.g., VAE) is trained by maximising the likelihood
p(F ∈ F0

old|F ∈ F0
t ;ψnt ) to learn the representations

shared among old and new classes.

4.2.2 Inference Phase

In the LP, Ψψn
t

is trained to learn the SD experienced while
moving from Cold to Ct. The drift is captured at the begin-
ning of the current step t, when up-to-date representations
of both sets are available. We now exploit the trained Ψψn

t

to infer the SD undergone at every stage n > 0, and esti-
mate the distribution p(F ∈ Fnold) of RERs.

GM: We use the trained Ψψn
t

to infer representations
of old class prototypes Πt,n

old,∀n ≥ 0 under SD. That
is, Ψψn

t
: Fnt → Πt,n

old,s is trained to estimate the rela-
tionship between feature and prototypical representations
at stage n. We then approximate p(F ∈ Fnold) by
p(F ∈ Fnold;πc ∈ Πt,n

old,s) ∼ N (πc, σc).
VM: The trained model Ψψn

t
provides an approximation

of the distribution p(F ∈ Fnold|F ∈ Fnt ), ∀n ≥ 0. To gen-
erate training feature samples, we perform inference using
p(F ∈ Fnold|F ∈ Fnt ;ψnt ) · p(F ∈ Fnt ), where Fnt is pro-
vided by fθt trained for n optimisation stages and applied
on samples from Dt.

5. Training Models of Representation Drift
5.1. Training Classification Models

At each step t, we train gt = hφt
◦ fθt on Dt using a

cross-entropy loss Ltce , Lce(Dt).
When t > 0, to mitigate forgetting of previous tasks, we

generate features of Cold by modeling the drift and estimat-
ing the distribution p(F ∈ Fold). Thus, we compute
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Algorithm 1: Training Models.
Input: {Dt}Tt=0 (datasets), N (num. of stages per step).
Output: gT = hφT ◦ fθT .

1 Train fθ0 and hφ0 with L0
cc, and compute Π0

new.
2 Initialise Πt=1,0

old as Π0
new.

3 for each incremental step t← 1 to T do
4 for each optimisation stage n← 0 to N − 1 do
5 LP: Train Γγnt and Ψψn

t
by solving (5).

6 IP: Estimate p(Fnold) and Πt,n
old.

7 Train fθt and hφt by solving (6).
8 end for
9 LP: Train ΓγNt

and ΨψN
t

by solving (5).

10 IP: Estimate Πt,N
old and Πt

new.
11 Initialise Πt+1,0

old := Πt
new ∪Πt,N

old .
12 end for

Ltrd , Lrd(Fn,told) =
∑

F∈Fn,t
old

yF log hφt(F ) (3)

where yF is the one-hot label vector of the class cF ∈ Cold
andFn,told is the set of RERs sampled from the estimated dis-
tribution using the updated prototypes of Cold. The loss Ltrd
approximates Lµt′ (Dt′ ; θt, φt) ≤ εt′ of gt on the previous
datasets {Dt′}t−1

t′=0 using their inferred representations.
We enhance the training objective by a distillation loss

Ltfkd , Lfkd(Dt) [7] to reduce the entity of representa-
tion drift across incremental tasks. Ltfkd is defined by the
`2 distance between representations extracted from Dt us-
ing fθt and fθt−1 , the latter inherited from the previous step
and kept fixed. Thereby, Ltfkd approximates the difference
between Ltcc and the loss Ltpc of the previous model fθt−1

on Dt. Although Ltpc is not explicitly defined in (1), it pro-
vides information regarding shareability of representations
among consecutive steps t−1 and t. Therefore, models op-
timising Ltfkd can make use of the feature shareability for
learning drifts. Then, the overall classification objectiveLtcc
computed at each step t is Ltcc = Ltce+λrdL

t
rd+λfkdL

t
fkd,

where Ltrd and Ltfkd are used only for t > 0 with loss bal-
ancing parameters λrd > 0 and λfkd > 0.

5.2. Training Representation Drift Models

The loss functions Ltf , Lf (F0
t ,Fnt ; γnt ) and

Lts , Ls(F0
t ,Π

t,0
old;ψ

n
t ) denote the objectives used to

individually train feature and semantic drift models Γγn
t

and Ψψn
t

, respectively. The exact form of the afore-
mentioned objectives depends on the employed network
architecture identifying Γγn

t
and Ψψn

t
. A more detailed

description is provided in the supplementary material.
Model Fusion (MF): To estimate p(F ∈ Fnold) using

GM and VM, we fuse the output of Γγn
t

and Ψψn
t

by
jointly training them. For this purpose, we optimise model
parameters by minimising a measure of discrepancy be-

tween the estimated distributions p(F ∈ Fnold; γnt ) and
p(F ∈ Fnold;ψnt ) employing the training objective

Ltfus =‖Πt,n
old,s −Πt,n

old,f‖
2
2

+ λcorr‖ρ(Πt,n
old,s)− ρ(Πt,n

old,f )‖22
(4)

where the subscript s and f denotes the updated prototypes
of old classes estimated by the semantic and feature drift
models, respectively, ‖·‖22 is the squared `2 norm, λcorr > 0
is the regularisation parameter and ρ(Π) is the normalised
correlation matrix of Π [9]. Finally, the renovated distri-
butions p(F ∈ Fnold; γnt ) and p(F ∈ Fnold;ψnt ) are linearly
combined with equal weights to obtain p(F ∈ Fnold).

Then, the overall objective used to learn representation
drift is defined by Ltdrift = Lts + Ltf + λfusL

t
fus where

λfus > 0 is the loss balancing parameter. We note that
Ltdrift measures the loss of current models on inferred rep-
resentations of old classes. Thereby, we aim at reducing
forgetting (εt), i.e., the discrepancy between RERs as es-
timated by drift models and their evanescent (unavailable)
counterparts by training models optimising Ltdrift.

5.3. Optimisation of Model Parameters

In the previous subsections, we designed the loss func-
tions to capture losses induced by representation drift in CIL
while training classification models. Consequently, we con-
sider training models by minimizingLtcc+L

t
drift,∀t. At the

incremental step t = 0, we train fθ0 and hφ0
with Lce(D0).

At each step t > 0, we train classification and drift models
in an alternate fashion as follows:
• Fnt is extracted from Dt using fθt , and Γγn

t
and Ψψn

t
are

trained until convergence5 by solving

arg min
γn
t ,ψ

n
t

Ltdrift(Π
t,0
old,Π

t,n
old,{f,s},F

0
t ,Fnt ; γnt , ψ

n
t ). (5)

• First,Fnold is estimated by drift models Γγn
t

and Ψψn
t

(em-
ployed individually or fused). Then, Πt,n

old is computed by
class-wise averaging features sampled from p(F ∈ Fnold).
Finally, fθt and hφt are trained on D̃t = Dt ∪ Fnold by

arg min
θt,φt

Ltcc(D̃t; θt, φt). (6)

At the end of step t≥ 0, we compute Πt
new={πc, c ∈ Ct}

by class-wise average of feature representations fθt(Dt) of
input samples and initialise Πt+1,0

old = Πt,n
old ∪Πt

new, where
Πt,n
old = ∅ for t = 0. A detailed description of the training

procedure is given in Algorithm 1.

6. Experimental Results
Datasets. We evaluate our approach on multiple stan-
dard CIL benchmarks, that is, CIFAR100 [17], TinyIma-
geNet [24] and CUB200-2011 [33] datasets. We devise 3

5The convergence criterion for a model is early stopping the optimisa-
tion of model parameters if the training loss does not change for τ steps.
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Figure 4. Per step average top-1 accuracy (%) on the CIFAR100 and CUB200-2011 datasets.

class-incremental setups; first, the framework is trained on
half of the available semantic classes (except for one setup
on CIFAR100, where only 40 classes are selected as the
first task); then, the remaining class set is evenly divided
into respectively 5, 10 or 20 incremental steps. Class order
is selected randomly and then fixed at every class split.
Implementation details. ResNet-18 [10] is used as a back-
bone. The model is trained for 100 epochs (i.e., N = 100
and each stage corresponds to one epoch over Dt) at each
incremental step with Adam optimiser. Learning rate is ini-
tialised to 1e−3 for CIFAR100 and TinyImageNet, and to
1e−4 for CUB200-2011. It is decreased by a factor of 0.1
after 45 and 90 epochs [43]. Images are cropped to 32×32,
64 × 64 and 256 × 256 for CIFAR100, TinyImageNet and
CUB200-2011 respectively, and randomly flipped. We ap-
ply input and label augmentation [43]. We set batch size to
64, and λfkd = 10 and λrd = 10 in all experiments.

We employed lightweight DNNs to identify networks of
Γγ and Ψψ to model representation drifts. In particular,
we investigate the use of GMs with an MLP, and we use
a conditional VAE [30, 42] to implement VMs, where hy-
perparameters are experimentally tuned. We implement the
fusion loss (4) using two methods for an ablation: we de-
fine ρ by (i) a normalised feature kernel matrix [9], and (ii)
an identity map, i.e., A = ρ(A). The results obtained by
(ii) are marked by † in the tables. An extensive description
of the implementation and training details of Γγ and Ψψ is
provided in the supplemental material.
Comparisons. We compare our approach with several
CIL methods storing exemplars of old classes (EEIL [3],
iCarl [25], UCIR [12], DER [39]) and other SotA exemplar-
free methods (EWC [16], LwF [19], LwM [7], PASS [43],
SDC [40]). As for exemplar-based methods, we store 20
samples with herd selection [12, 25]. We evaluate SDC [40]
by employing the prototype drift compensation proposed
in [40] to update prototypes of past classes, and model
old-class feature distribution by Gaussians as discussed in
Sec. 4. In the following sections, we will show how our
methods outperform SotA exemplar-free frameworks, while
surpassing some approaches that make use of exemplars.
Evaluation metrics. We use a per-step incremental accu-
racy metric [43] defined as the average top-1 classification
accuracy over all classes observed up to the current incre-

Table 2. Per-class average top-1 accuracy (%).
CIFAR100 TinyImageNet

Method 5 Steps 10 Steps 20 Steps 5 Steps 10 Steps 20 Steps

Fine-tuning 9.09 4.49 2.76 8.12 4.34 2.33
Joint 72.24 72.24 72.24 58.19 58.19 58.19

EWC [16] 26.26 19.92 3.82 14.63 6.73 3.62
LwF [19] 39.51 18.00 12.58 40.62 24.43 22.62
LwM [7] 40.49 38.39 33.65 28.39 27.18 23.55
EEIL [3] 45.26 41.36 34.84 32.03 28.93 27.25
iCarl [25] 54.06 51.11 41.20 41.81 41.39 38.68
UCIR [12] 51.13 46.00 38.31 35.73 32.95 29.23
DER [39]∗ 66.33 65.76 - - - -
PASS [43] 56.53 47.54 47.30 47.00 41.50 29.04
SDC [40] 57.62 52.26 48.84 47.89 45.41 41.46

Feat. Drift (GM-MLP) 57.91 54.45 50.63 47.48 45.19 40.56
Sem. Drift (GM-MLP) 58.33 54.15 50.85 47.92 46.21 42.43
Fusion† (GM-MLP) 58.89 55.95 51.61 47.95 46.36 42.43
Fusion (GM-MLP) 59.37 55.99 51.91 48.56 46.50 42.81

Feat. Drift (VM-VAE) 56.99 53.69 51.09 47.88 44.67 41.05
Sem. Drift (VM-VAE) 58.17 55.38 51.65 48.60 46.24 43.44
Fusion† (VM-VAE) 58.76 55.50 51.72 48.74 46.46 42.72
Fusion (VM-VAE) 58.72 56.86 51.75 48.57 46.92 44.61

† Without using the correlation objective [9] in fusion loss.
∗ Numerical values were directly taken from [39].

mental step k: āk = 1/|C0:k|
∑
c∈C0:k a

k
c , C0:k = ∪kt=0Ct,

where akc denotes the accuracy for class c attained at step k.
Accuracy results in Table 2 and 3 are computed at the end of
the last incremental step. Additional implementation details
and results are provided in the supplemental material.

6.1. Comparison with the State-of-the-Art

CIFAR100. Results given in Table 2 show that our mod-
els (with the best achieved accuracy) outperform the closest
SotA (SDC) by 1.75%, 4.6% and 3.07% for 5, 10 and 20
steps. In Fig. 4, for the sake of clearance of presentation
of results, we only provide per-step incremental accuracy
of Fusion (GM-MLP and VM-VAE). The results show the
improved accuracy achieved by our models with respect to
the competitors throughout the incremental steps.
TinyImageNet. Table 2 shows that our framework outper-
forms exemplar-based competitors and the SotA methods
not using exemplars [43, 40]. In particular, our drift models
yield superior performance w.r.t. SDC [40]. This is espe-
cially true when semantic and feature representation drifts
are jointly taken into account, showing that they both indi-
vidually model crucial and complementary information by
model fusion, which is not fully captured by SDC [40].
CUB200-2011. Table 3 shows that non-exemplar methods
provide quite low results, especially when the number of

16737



Table 3. Per-class average top-1 accuracy (%).
CUB200

Method 5 Steps 10 Steps 20 Steps

Fine-tuning 10.93 7.10 4.63
Joint 74.67 74.67 74.67

EWC [16] 10.63 6.43 4.65
LwF [19] 26.40 13.65 7.89
PASS [43] 52.14 37.97 18.29
SDC [40] 52.30 38.30 18.17

Feat. Drift (GM-MLP) 55.87 50.67 31.36
Sem. Drift (GM-MLP) 56.51 47.89 32.50
Fusion† (GM-MLP) 56.20 52.07 36.67
Fusion (GM-MLP) 56.28 51.82 37.99

Feat. Drift (VM-VAE) 57.39 51.29 32.72
Sem. Drift (VM-VAE) 57.34 51.88 33.34
Fusion† (VM-VAE) 56.59 52.00 36.80
Fusion (VM-VAE) 56.97 52.58 38.26
† Without using the correlation objective [9] in fusion loss.

incremental steps is increased. Adopting the method pro-
posed in [40] to compensate for modeling shift of proto-
types using a softmax classifier seems to have no benefi-
cial effect, showing that it fails to adequately model se-
mantic drift in a fine-grained classification setup with high
semantic similarity among classes. On the other end, our
framework demonstrates to successfully capture model rep-
resentation drift; by injecting up-to-date knowledge of old
classes, in fact, we manage to more effectively mitigate
catastrophic forgetting. Per-step accuracy values displayed
in Fig. 4 corroborate accuracy results given in Table 3.

6.2. Ablation Study

Modeling drifts with GMs and VMs: Our framework
enables implementation of drift models using different GMs
and VMs. We studied the accuracy of a GM (MLP) and
VM (VAE) for modeling different drifts and their fusion in
Sec. 6.1. The results suggest that the accuracy of GMs and
VMs depends on statistical sufficiency of data which affects
capacity of fθ and learned representations as follows:
• On the Cifar100 dataset, the GM (MLP) outperforms the

VM (VAE) for smaller (e.g., 5) steps, where more classes
are observed at each step, compared to the larger (e.g. 20)
steps. We conjecture that this result can be attributed to
training models using statistically insufficient data repre-
senting all classes at each step.

• On TinyImageNet, containing larger images than Ci-
far100, the VM (VAE) performs on par with and slightly
outperforms the GM (MLP) for smaller steps.

• On CUB200 containing the largest images, the VM
(VAE) outperforms the GM (MLP) for all steps.

Analysing semantic drift: We study how the proposed
framework captures and preserves semantic relationships
between representation of old and new classes by model-
ing semantic drift. We express inter-class relationships by
the Euclidean distance between prototypes (those estimated
for old classes and computed over available data for new
classes) and track the evolution of such measures over an
incremental step. In Fig. 5, we report distance values com-
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the absolute value of the difference of the two measures (right).
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Figure 7. Average Euclidean distance between the estimated and
evanescent prototypes of old classes.

puted at the beginning and end of an incremental step, to-
gether with their difference (distances are normalised along
new-class axis). We notice how prototypes estimated by
leveraging the modelled semantic drift tend to more effec-
tively preserve their relationships, whereas keeping proto-
types fixed (as in PASS) causes impairment of inter-class
relationships as new representations are learned.
Analysing feature drift of evanescent representations:
We compute the Euclidean and cosine distances between es-
timated prototypes of old classes (i.e., computed over train-
ing data and fixed [43], or updated by [40] or by drift mod-
els) and their reference (i.e., evanescent) representations
(computed over the test set) at each step (Fig. 6). The results
show that our proposed methods can track more efficiently
the trajectory of evanescent prototypes (in terms of geomet-
ric distances) compared to the SotA PASS and SDC meth-
ods, by modeling the evolution of the representations (i.e.,
feature drift). In Fig. 7, we compare normalised distance
between estimated and evanescent prototypes for different
number of total steps, on CIFAR100 and CUB200. We ob-
serve that our methods always outperform PASS. This is
particularly noticeable for the 20-step setup on CUB200,
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Figure 8. Feature representations of the first four learned classes
(CIFAR100, 20 steps) extracted from samples of test set (dots),
along with their prototypes computed over available training data
(squares), over test data (diamonds) and estimated prototypes (di-
amonds). In the lower plot, decrease in transparency and increase
in brightness indicate that representations are extracted at progres-
sively increasing incremental steps (i.e., at steps 0, 10 and 20).

where our approach jointly shows the largest improvement
over SotA accuracy by ∼ 20%. We visualise 2D embed-
dings of feature vectors in Fig. 8 using Isomap [31]. We ob-
serve that our proposed methods estimate prototypes closer
to their evanescent versions compared to PASS, following
the trajectory of evanescent representations of old classes,
without having access to training data of such classes.

Analysing how learned evanescent representations af-
fect classification accuracy: We investigate the relation-
ship between incremental accuracy and normalised dis-
tance between estimated and evanescent prototypes (Fig. 9).
We notice that accuracy and prototype distance are nega-
tively correlated, with similar trends for different methods.
Thereby, by more accurately tracking and modeling evanes-
cent old class prototypes, our methods yield superior perfor-
mance compared to the SotA PASS and SDC methods.

Statistical analyses of representations: We first compute
pF (c) = exp(−||F−πc)||2/ζ)/

∑
j exp(−||F−πj)||2/ζ),

where F ∈ Fold is the representation of a test sample of
Cold as extracted by the current feature extractor, {πj}j
are estimated prototypes of Cold and ζ is set to 0.1. We
analyse the change of entropy (H) and cross-entropy (CE)
of pF across incremental steps in Fig. 10 and Fig. 11. We
observe that our method provides higher H and smaller
CE compared to PASS and SDC. This result suggests
that information capacity of representations learned by our
methods increases along with classification accuracy more
compared to the SotA as models are incrementally trained.
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Figure 9. Relationship between top-1 accuracy (%) and normalised
Euclidean distance between estimated and evanescent old-class
prototypes. Each point depicts a single training phase, and the
decrease in transparency indicates progressively increasing incre-
mental steps. For each step, accuracy values have been averaged
over all classes observed so far and distances are averaged over all
past classes (CIFAR100, 20 steps).
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Figure 10. Avg. entropy H and CE of pF (CIFAR100, 20 steps).
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7. Conclusion
We identify the evanescence of representations of old

data as a cause of catastrophic forgetting in CIL. To employ
evanescent representations in CIL and improve accuracy of
classification models, we propose a new framework. First,
we aim to model feature and semantic drift of representa-
tions. Then, by leveraging drift models, we are able to infer
up-to-date representations of former tasks without storing
any exemplar, and exploit them to preserve the past knowl-
edge. We have evaluated our proposed framework on multi-
ple CIL benchmarks. In the analyses, our proposed method
achieved exemplar-free SotA accuracy. We further provided
a detailed ablation study of geometric and statistical prop-
erties of the learned representations and drift models.

We believe that our proposed framework and approach
for modeling drifts will lead to new research directions for
CIL such as multi-level optimisation of hierarchical models
with compositional loss functions of evolving representa-
tions, and analyses of their theoretical properties.
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