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Figure 1. Given two input images—a source structure image and a target appearance image–our method generates a new image in which
the structure of the source image is preserved, while the visual appearance of the target image is transferred in a semantically aware manner.
That is, objects in the structure image are “painted” with the visual appearance of semantically related objects in the appearance image.
Our method leverages a self-supervised, pre-trained ViT model as an external semantic prior. This allows us to train our generator only on
a single input image pair, without any additional information (e.g., segmentation/correspondences), and without adversarial training. Thus,
our framework can work across a variety of objects and scenes, and can generate high quality results in high resolution (e.g., HD).

Abstract
We present a method for semantically transferring the

visual appearance of one natural image to another. Specif-
ically, our goal is to generate an image in which objects
in a source structure image are “painted” with the visual
appearance of their semantically related objects in a tar-
get appearance image. Our method works by training a
generator given only a single structure/appearance image
pair as input. To integrate semantic information into our
framework—a pivotal component in tackling this task—our
key idea is to leverage a pre-trained and fixed Vision Trans-
former (ViT) model which serves as an external semantic
prior. Specifically, we derive novel representations of struc-
ture and appearance extracted from deep ViT features, un-
twisting them from the learned self-attention modules. We
then establish an objective function that splices the de-
sired structure and appearance representations, interweav-
ing them together in the space of ViT features. Our frame-
work, which we term “Splice”, does not involve adversar-
ial training, nor does it require any additional input infor-
mation such as semantic segmentation or correspondences,
and can generate high resolution results, e.g., work in HD.
We demonstrate high quality results on a variety of in-the-
wild image pairs, under significant variations in the number
of objects, their pose and appearance.

1. Introduction
“Rope splicing is the forming of a semi-permanent joint
between two ropes by partly untwisting and then inter-
weaving their strands.” [2]

What is required to transfer the visual appearance between
two semantically related images? Consider for example the
task of transferring the visual appearance of a spotted cow
in a flower field to an image of a red cow in a grass field
(Fig. 1). Conceptually, we have to associate regions in both
images that are semantically related, and transfer the visual
appearance between these matching regions. Additionally,
the target appearance has to be transferred in a realistic man-
ner, while preserving the structure of the source image –
the red cow should be realistically ”painted” with black and
white spots, and the green grass should be covered with yel-
lowish colors. To achieve it under noticeable pose, appear-
ance and shape differences between the two images, seman-
tic information is imperative.

Indeed, with the rise of deep learning and the ability to
learn high-level visual representations from data, new vi-
sion tasks and methods under the umbrella of “visual ap-
pearance transfer” have emerged. For example, the image-
to-image translation trend aims at translating a source image
from one domain to another target domain. To achieve that,
most methods use generative adversarial networks (GANs),
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given image collections from both domains. Our goal is
different – rather than generating some image in a target
domain, we generate an image that depicts the visual ap-
pearance of a particular target image, while preserving the
structure of the source image. Furthermore, our method is
trained using only a single image pair as input, which allows
us to deal with scenes and objects for which an image col-
lection from each domain is not handy (e.g., spotted cows
and red cows image collections).

With only a pair of images available as input, how can
we source semantic information? We draw inspiration from
Neural Style Transfer (NST) that represents content and an
artistic style in the space of deep features encoded by a
pre-trained classification CNN model (e.g., VGG). While
NST methods have shown a remarkable ability to globally
transfer artistic styles, their content/style representations are
not suitable for region-based, semantic appearance transfer
across objects in two natural images [12]. Here, we pro-
pose novel deep representations of appearance and structure
that are extracted from DINO-ViT – a Vision Transformer
model that has been pre-trained in a self-supervised man-
ner [4]. Representing structure and appearance in the space
of ViT features allows us to inject powerful semantic in-
formation into our method and establish a novel objective
function that is used to train a generator using only the sin-
gle input image pair.

DINO-ViT has been shown to learn powerful and mean-
ingful visual representations, demonstrating impressive re-
sults on several downstream tasks including image retrieval,
object segmentation, and copy detection [4, 1]. However,
the intermediate representations that it learns have not yet
been fully explored. We thus first strive to gain a better
understanding of the information encoded in ViT features
across layers. We do so by adopting “feature inversion”
visualization techniques previously used in the context of
CNN features. Our study provides a couple of key obser-
vations: (i) the global token (a.k.a [CLS] token) provides
a powerful representation of visual appearance, which cap-
tures not only texture information but more global informa-
tion such as object parts, and (ii) the original image can be
reconstructed from the deepest features, yet they provide
powerful semantic information at high spatial granularity.

Equipped with the above observations, we derive novel
representations of structure and visual appearance extracted
from deep ViT features – untwisting them from the learned
self-attention modules. Specifically, we represent visual ap-
pearance via the global [CLS] token, and represent struc-
ture via the self-similarity of keys, all extracted from the
last layer. We then train a generator on a single input pair
of structure/appearance images, to produce an image that
splices the desired visual appearance and structure in the
space of ViT features. Our framework does not require
any additional information such as semantic segmentation
and does not involve adversarial training. Furthermore, our
model can be trained on high resolution images, produc-
ing high quality results in HD. We demonstrate a variety of
semantic appearance transfer results across diverse natural

image pairs, containing significant variations in the number
of objects, pose and appearance.

2. Related Work
The problem we tackle here is semantic visual appear-

ance transfer between two in-the-wild, natural images,
without user guidance. To the best of our knowledge, there
is no existing method addressing specifically this challenge.
We review the most related trends and methods.

Domain Transfer & Image-to-Image Translation. The
goal of these methods is to learn a mapping between source
and target domains. This is typically done by training a
GAN on a collection of images from the two domains, either
paired [11] or unpaired [36, 18, 14, 34, 23]. Swapping Au-
toencoder (SA) [24] trains a domain-specific GAN to disen-
tangle structure and texture in images, and swap these rep-
resentations between two images in the domain. In contrast
to SA, our method is not restricted to any particular domain,
it does not require a collection of images for training, nor it
involves adversarial training.

Recently, image-to-image translation methods trained on
a single example were proposed [7, 3, 17]. These methods
only utilize low-level visual information and lack semantic
understanding. Our method is also trained only on a single
image pair, but leverages a pre-trained ViT model to inject
powerful semantic information into the generation process
(see Sec. 4 for comparison).

Neural Style Transfer (NST). In its classical setting, NST
transfers an artistic style from one image to another [9, 12].
STROTSS [15] uses pre-trained VGG features to repre-
sent style and their self-similarity to capture structure in
an optimization-based framework to perform artistic style
transfer in a global manner. In contrast, our goal is to trans-
fer the appearance between semantically related objects and
regions in two natural images.

Semantic style transfer methods also aim at mapping ap-
pearance across semantically related regions between two
images [20, 16, 32, 31]. However, these methods are usually
restricted to color transformation [33, 31, 35], or depend on
additional semantic inputs (e.g., annotations, segmentation,
point correspondences, etc.) [9, 13, 5, 15]. Other works
tackle the problem for specific controlled domains [26, 27].
In contrast, we aim to work with arbitrary, in-the-wild input
pairs.

Vision Transformers (ViT). ViTs [8] have been shown to
achieve competitive results to state-of-the-art CNN archi-
tectures on image classification tasks, while demonstrating
impressive robustness [21]. DINO-ViT [4] is a ViT model
that has been trained, without labels, using a self-distillation
approach. The effectiveness of the learned representation
has been demonstrated on several downstream tasks, includ-
ing image retrieval and segmentation.

Amir et al. [1] have demonstrated the power of DINO-
ViT Features as dense visual descriptors. Their key obser-
vation is that deep DINO-ViT features capture rich seman-
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Figure 2. Pipeline. Our generator Gθ takes an input structure im-
age Is and outputs Io. We establish our training losses using a
pre-trained and fixed DINO-ViT model, which serves as an exter-
nal semantic prior: we represent structure via the self-similarity
of keys in the deepest attention module (Self-Sim), and appear-
ance via the [CLS] token in the deepest layer. Our objective is
twofold: (i) Lapp encourages the [CLS] of Io to match the [CLS] of
It, and (ii) Lstructure encourages the self-similarity representation
of Io and Is to be the same. See Sec. 3.3 for details.

tic information at fine spatial granularity, e.g, describing se-
mantic object parts. Furthermore, they observed that the
representation is shared across different yet related object
classes. This power of DINO-ViT features was exempli-
fied by performing “out-of-the-box” unsupervised semantic
part co-segmentation and establishing semantic correspon-
dences across different object categories. Inspired by these
observations, we harness the power of DINO-ViT features
in a novel generative direction – we derive new perceptual
losses capable of splicing structure and semantic appear-
ance across semantically related objects.

3. Method

Given a source structure image Is and a target appear-
ance image It, our goal is to generate an image Io, in which
objects in Is are “painted” with the visual appearance of
their semantically related objects in It.

Our framework is illustrated in Fig. 2: for a given pair
{Is, It}, we train a generator Gθ(Is) = Io. To establish our
training losses, we leverage DINO-ViT – a self-supervised,
pre-trained ViT model [4] – which is kept fixed and serves
as an external high-level prior. We propose new deep repre-
sentations for structure and appearance in DINO-ViT fea-
ture space; we train Gθ to output an image, that when fed
into DINO-ViT, matches the source structure and target ap-
pearance representations. Specifically, our training objec-
tive is twofold: (i) Lapp that encourages the deep appear-
ance representation of Io and It to match, and (ii) Lstructure,
which encourages the deep structure representation of Io
and Is to match.

We next briefly review ViT architecture, then provide
qualitative analysis of DINO-ViT’s features in Sec. 3.2, and
describe our framework in Sec. 3.3.

3.1. Vision Transformers – overview
In ViT, an image I is processed as a sequence of n

non-overlapping patches as follows: first, spatial tokens
are formed by linearly embedding each patch to a d-
dimensional vector, and adding learned positional embed-
dings. An additional learnable token, a.k.a [CLS] token,
serves as a global representation of the image.

The set of tokens are then passed through L Transformer
layers, each consists of layer normalization (LN), Multi-
head Self-Attention (MSA) modules, and MLP blocks:

T̂ l = MSA(LN(T l−1)) + T l−1

T l = MLP(LN(T̂ l)) + T̂ l

where T l(I) =
[
tlcls(I), t

l
1(I) . . . t

l
n(I)

]
are the output to-

kens for layer l for image I .
In each MSA block the (normalized) tokens are linearly

projected into queries, keys and values:.

Ql = T l−1 ·W l
q, K

l = T l−1 ·W l
k, V

l
h = T l−1 ·W l

v (1)

which are then fused using multihead self-attention to form
the output of the MSA block (for full details see [8]).

After the last layer, the [CLS] token is passed through an
additional MLP to form the final output, e.g., output distri-
bution over a set of labels [8]. In our framework, we lever-
age DINO-ViT [4], in which the model has been trained in
a self-supervised manner using a self-distillation approach.
Generally speaking, the model is trained to produce the
same distribution for two different augmented views of the
same image. As shown in [4], and in [1], DINO-ViT learns
powerful visual representations that are less noisy and more
semantically meaningful than those of the supervised ViT.

3.2. Structure & Appearance in ViT’s Feature Space
The pillar of our method is the representation of appear-

ance and structure in the space of DINO-ViT features. For
appearance, we want a representation that can be spatially
flexible, i.e., discards the exact objects’ pose and scene’s
spatial layout, while capturing global appearance informa-
tion and style. To this end, we leverage the [CLS] token,
which serves as a global image representation.

For structure, we want a representation that is robust to
local texture patterns, yet preserves the spatial layout, shape
and perceived semantics of the objects and their surround-
ing. To this end, we leverage deep spatial features extracted
from DINO-ViT, and use their self-similarity as structure
representation:

SL(I)ij = cos-sim
(
kLi (I), k

L
j (I)

)
(2)

where cos-sim is the cosine similarity between keys (See
Eq. 1). Thus, the dimensionality of our self-similarity de-
scriptor is SL(I) ∈ R(n+1)×(n+1), where n is the number
of patches.

The effectiveness of self-similarly-based descriptors in
capturing structure while ignoring appearance information
has been previously demonstrated by both classical meth-
ods [25], and recently also using deep CNN features for
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Figure 3. Inverting the [CLS] token across layers. Each input image (a) is fed to DINO-ViT to compute its global [CLS] token at different
layers. (b) Inversion results: starting from a noise image, we optimize for an image that would match the original [CLS] token at a specific
layer. While earlier layers capture local texture, higher level information such as object parts emerges at the deeper layers (see Sec. 3.2).

artistic style transfer [15]. We opt to use the self similarities
of keys, rather than other facets of ViT, based on [1].
Understanding and visualizing DINO-ViT’s features.
To better understand our ViT-based representations, we take
a feature inversion approach – given an image, we extract
target features, and optimize for an image that matches the
extracted features. Feature inversion has been widely ex-
plored in the context of CNNs (e.g., [28, 19]), however has
not been attempted for understanding ViT features yet. For
CNNs, it is well-known that solely optimizing the image
pixels is insufficient for converging into a meaningful re-
sult [22]. We observed a similar phenomenon when invert-
ing ViT features (see Supplementary Materials on our web-
site – SM). Hence, we incorporate “Deep Image Prior“ [30],
i.e., we optimize for the weights of a CNN Fθ that translates
a fixed random noise z to an output image:

argmin
θ
||φ(Fθ(z))− φ(I)||F , (3)

where φ(I) denotes the target features, and || · ||F denotes
Frobenius norm. First, we consider inverting the [CLS] to-
ken: φ(I) = tlcls(I). Figure 3 shows our inversion results
across layers, which illustrate the following observations:

1. From shallow to deep layers, the [CLS] token gradu-
ally accumulates appearance information. Earlier lay-
ers mostly capture local texture patterns, while in deeper
layers, more global information such as object parts
emerges.

2. The [CLS] token encodes appearance information in a
spatially flexible manner, i.e., different object parts can

Figure 4. [CLS] token inversion over multiple runs. The vari-
ations in structure in multiple inversion runs of the same image
demonstrate the spatial flexibility of the [CLS] token.

stretch, deform or be flipped. Figure 4 shows multiple
runs of our inversions per image; in all runs, we can no-
tice similar global information, but the diversity across
runs demonstrate the spatial flexibility of the representa-
tion.

Next, in Fig. 5(a), we show the inversion of the spatial
keys extracted from the last layer, i.e., φ(I) = KL(I).
These features have been shown to encode high level in-
formation [4, 1]. Surprisingly, we observe that the original
image can still be reconstructed from this representation.

To discard appearance information encoded in the keys,
we consider the self-similarity of the keys (see Sec. 3.2).
This is demonstrated in the PCA visualization of the keys’
self-similarity in Fig. 5(b). As seen, the self-similarity
mostly captures the structure of objects, as well as their dis-
tinct semantic components. For example, the legs and the
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(a) Keys inversion results (layer 11)

(b) PCA of keys’ self-similarity (3 leading components, layer 11)
Figure 5. DINO-ViT keys visualization. (a) Inverting keys from
the deepest layer surprisingly reveals that the image can be recon-
structed. (b) PCA visualization of the keys’ self-similarity: the
leading components mostly capture semantic scene/objects parts,
while discarding appearance information (e.g., zebra stripes).

body of the polar bear that have the same texture, are dis-
tinctive.

3.3. Splicing ViT Features
Based on our understanding of DINO-ViT’s internal rep-

resentation, we turn to the task of training our generator.
Our objective function takes the following form:

Lsplice = Lapp + αLstructure + βLid, (4)

where α and β set the relative weights between the terms.
The driving loss of our objective function is Lapp, and we
set α = 0.1, β = 0.1 for all experiments.
Appearance loss. The term Lapp. encourages the output
image to match the appearance of It, and is defined as the
difference in [CLS] token between the generated and appear-
ance image:

Lapp =
∥∥∥tL[CLS](It)− tL[CLS](Io)∥∥∥

2
, (5)

where tL[CLS](·) = tLcls is the [CLS] token extracted from the
deepest layer (see Sec. 3.1).

Structure loss. The term Lstructure encourages the output
image to match the structure of Is, and is defined by the
difference in self-similarity of the keys extracted from the
attention module at deepest transformer layer:

Lstructure =
∥∥∥SL(Is)− SL(Io)∥∥∥

F
, (6)

where SL(I) is defined in Eq. (2).
Identity Loss. The term Lid is used as a regularization.
Specifically, when we feed It to the generator, this loss en-
courages Gθ to preserve the keys representation of It:

Lid =
∥∥∥KL(It)−KL(Gθ(It))

∥∥∥
F

(7)

Similar loss terms, defined in RGB space, have been used
as a regularization in training GAN-based generators for
image-to-image translation [23, 29, 36]. Here, we apply
the identity loss with respect to the keys in the deepest ViT
layer, a semantic yet invertible representation of the input
image (as discussed in section 3.2).

Data augmentations and training. Since we only have
a single input pair {Is, It}, we create additional training
examples, {Iis, Iit}Ni=1, by applying augmentations such as
crops and color jittering (see SM for implementation de-
tails). Gθ is now trained on multiple internal examples.
Thus, it has to learn a good mapping function for a dataset
containing N examples, rather than solving a test-time op-
timization problem for a single instance. Specifically, for
each example, the objective is to generate Iio = Gθ(I

i
s),

that matches the structure of Iis and the appearance of Iit .

4. Results

Datasets. We tested our method on a variety of image pairs
gathered from Animal Faces HQ (AFHQ) dataset [6], and
images crawled from Flickr Mountain. In addition, we col-
lected our own dataset, named Wild-Pairs, which includes
a set of 25 high resolution image pairs taken from Pixabay,
each pair depicts semantically related objects from different
categories including animals, fruits, and other objects. The
number of objects, pose and appearance may significantly
vary between the images in each pair. The image resolution
ranges from 512px to 2000px.

Sample pairs from our dataset along with our results can
be seen in Fig. 1 and Fig. 6, and the full set of pairs and
results is included in the SM. As can be seen, in all exam-
ples, our method successfully transfers the visual appear-
ance in a semantically meaningful manner at several levels:
(i) across objects: the target visual appearance of objects
is being transferred to their semantically related objects in
the source structure image, under significant variations in
pose, number of objects, and appearance between the input
images. (ii) within objects: visual appearance is transferred
between corresponding body parts or object elements. For
example, in Fig. 6 top row, we can see the appearance of
a single duck is semantically transferred to each of the 5
ducks in the source image, and that the appearance of each
body part is mapped to its corresponding part in the output
image. This can be consistently observed in all our results.

The results demonstrate that our method is capable of
performing semantic appearance transfer across diverse im-
age pairs, unlike GAN-based methods which are restricted
to the dataset they have been trained on.

4.1. Comparisons to Prior Work
There are no existing methods that are tailored for solv-

ing our task: semantic appearance transfer between two
natural images (not restricted to a specific domain), with-
out explicit user-guided inputs. We thus compare to prior
works in which the problem setting is most similar to ours
in some aspects (see discussion on these methods in Sec. 2):
(i) Swapping Autoencoder (SA) [24] – a domain-specific,
GAN-based method which has been trained to “swap” the
texture and structure of two images in a realistic manner;
(ii) STROTSS [15], a style transfer method that also uses
self-similarity of a pre-trained CNN features as the content
descriptor, (ii) WCT2 [35], a photorealistic NST method.
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Figure 6. Sample results on in-the-wild image pairs. For each example, shown left-to-right: the target appearance image, the source
structure image and our result. The full set of results is included in the SM. Notice the variability in number of objects, pose, and the
significant appearance changes between the images in each pair.

Since SA requires a dataset of images from two domains
to train, we can only compare our results to their trained
models on AHFQ and Flicker Mountain datasets. For the
rest of the methods, we also later compare to image pairs
from our Wild-Pairs examples. We evaluate our perfor-
mance across a variety of image pairs both qualitatively,
quantitatively and via an AMT user study.

4.1.1 Qualitative comparison

Figure 7 shows sample results for all methods. In all exam-
ples, our method correctly relates semantically matching re-
gions between the input images, and successfully transfers
the visual appearance between them. In the landscapes re-
sults, it can be seen that SA outputs high quality images but
sometimes struggles to maintain high fidelity to the struc-
ture and appearance image: elements for the appearance im-
age are often missing e.g., the fog in the left most example,
or the trees in the second from left example. These visual
elements are captured well in our results. For AHFQ, we
noticed that SA often outputs a result that is nearly identical
to the structure image. A possible cause to such behavior
might be the adversarial loss, which ensures that the swap-
ping result is a realistic image according to the distribution
of the training data. However, in some cases, this require-

ment does not hold (e.g. a German Shepherd with leopard’s
texture), and by outputting the structure image the adversar-
ial loss can be trivially satisfied.

NST methods such as STROTSS and WCT2 well pre-
serve the structure of the source image, but their results of-
ten depict visual artifacts: STROTSS’s results often suffer
from color bleeding artifacts, while WCT2 results in global
color artifacts, demonstrating that transferring color is in-
sufficient for tackling our task.

Our method demonstrates better fidelity to the input
structure and appearance images than GAN-based SA,
while training only on the single input pair, without requir-
ing a large collection of examples from each domain. With
respect to style transfer, our method better transfers the ap-
pearance across semantically related regions in the input
images, such as matching facial regions (e.g., eyes-to-eyes,
nose-to-nose), while persevering the source structure.

Finally, we also include a comparison to SinCUT [23],
a recent GAN-based image translation method. As demon-
strated in Fig. 8, SinCUT performs well for the landscape
example, but since it can only utilize low-level visual infor-
mation, it fails to transfer the appearance of the swan in the
second example. Our method successfully transfers the ap-
pearance across semantically realted regions, and generates
high quality results without adversarial loss.
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Figure 7. Comparisons with style transfer and swapping autoencoder. First two rows: input appearance and structure images taken
from the AFHQ and Flickr Mountains. The following rows, from top to bottom, show the results of: swapping autoencoder (SA) [24],
STROTSS [15], and WCT2 [35]. See SM for additional comparisons.

(b) Structure(a) Apperance (d) Splice (ours)(c) SinCUT

Figure 8. Comparison to SinCUT [23]. SinCUT results (c),
when trained on each input pair (a-b), demonstrate that it works
well when transferring low-level information (top), but fails when
higher level reasoning is required (bottom). (d) Our method suc-
cessfully transfers the appearance across semantic regions, and
generates high quality results w/o adversarial training.

4.1.2 Quantitative comparison

There is no existing automatic metric suitable for evalu-
ating semantic appearance transfer across two natural im-
ages. We follow existing style/appearance transfer methods,
which mostly rely on human perceptual evaluation (e.g.,
[12, 20, 13, 24]), and perform an extensive user study on
Amazon Mechanical Turk (AMT).

Human Perceptual Evaluation We design a user survey
suitable for evaluating the task of appearance transfer across
semantically related scenes. We adopt the Two-alternative
Forced Choice (2AFC) protocol suggested in [24, 15]. Par-
ticipants are shown with 2 reference images: the input struc-
ture image (A), shown in grayscale, and the input appear-
ance image (B), along with 2 alternatives: our result and
another baseline result. The participants are asked: “Which

Apperance Structure Full objective

Figure 9. Loss ablation. Our results when training without spe-
cific loss terms. When one of our loss terms is removed, the model
fails to map the target appearance, preserve the input structure, or
maintain fine details. See Sec. 4.2 for more details.

image best shows the shape/structure of image A combined
with the appearance/style of image B?”.

We perform the survey using a collection of 65 images in
total, gathered from AFHQ, Mountains, and Wild-Pairs. We
collected 7000 user judgments w.r.t. existing baselines. Ta-
ble 4.2 reports the percentage of votes in our favor. As seen,
our method outperforms all baselines across all collections,
especially for Wild-Pairs, which highlights our superiority
in challenging settings. Note that SA was trained on 500K
mountain images, yet our method performs competitively.

Semantic layout preservation. A key property of our
method is the ability to preserve the semantic layout of the
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(a) A and B are semantically related, B is non-realistic

(b) A and B are from different, unrelated object categories 

A B A-to-B B-to-A

Figure 10. Semantic appearance transfer across different do-
mains. (a) Objects in the input images (A-B) are semantically re-
lated, yet B is non-realistic. (b) Objects are from unrelated object
categories. See Sec. 4.3 for discussion.

scene (while significantly changing the appearance of ob-
jects). We demonstrate this through the following evalu-
ation. We run off-the-shelf semantic segmentation model
(e.g., MaskRCNN [10]) to compute object masks for the in-
put structure images and our results. Table 2 reports IoU
for our method and the baselines. Our method better pre-
serves the scene layout than SA and STROTSS, and is the
closet competitor to WCT2 which only modifies colors, and
as expected, achieves the highest IoU.

4.2. Ablation
We ablate the different loss terms in our objective by

qualitatively comparing the results for our method when
trained with our full objective (Eq. 4), and with a specific
loss removed. The results are shown in Fig. 9. As can be
seen, without the appearance loss (w/o Lapp), the model
fails to map the target appearance, but only slightly modi-
fies the colors of the input structure image due to the iden-
tity loss. That is, the identity loss encourages the model
to learn an identity when it is fed with the target appearance
image, and therefore even without the appearance loss some
appearance supervision is available. Without the structure
loss (w/o Lstructure), the model outputs an image with the
desired appearance, but fails to fully preserve the structure
of the input image, as can be seen by the distorted shape of
the pears. Lastly, we observe that the identity loss encour-
ages the model to pay more attention to fine details both
in terms of appearance and structure, e.g., the fine texture
details of the avocado are refined.

4.3. Limitations
Our performance depends on the internal representation

learned by DINO-ViT. Therefore, in cases where the rep-
resentation does not capture well the semantic association
across objects in both images, our method would fail to ac-

SA STROTSS WCT2

Wild-Pairs - 79.0 ± 13.0 83.1 ± 14.9
mountains 56.3 ± 10.0 58.8 ± 14.2 60.3 ± 12.1

AFHQ 71.8 ± 7.7 59.7 ± 15.3 61.0 ± 18.3
Table 1. AMT perceptual evaluation. We report results on AMT
surveys evaluating the task of appearance transfer across semanti-
cally related objects (see Sec. 4.1.2). For each dataset and a base-
line, we report the percentage of judgments in our favor (mean,
std). Our method outperforms all baselines: GAN-based, SA [24],
and style transfer methods, STROTSS [15], and WCT2 [35].

SA STROTSS WCT2 Splice (Ours)
Wild-Pairs - 0.83±0.11 0.89±0.06 0.88±0.06
mountains 0.91±0.07 0.94±0.12 0.96±0.82 0.95±0.10

Table 2. Layout preservation evaluation.. We compute semantic
segmentation maps (using Mask-RCNN [10]) for the input struc-
ture images and their corresponding output images, for the Wild-
Pairs and mountains collections. Mean IoU is reported.

complish that too. Figure 10 shows a few such cases: (a) ob-
jects are semantically related but one image is highly non-
realistic (and thus out of distribution for DINO-ViT). For
some regions, our method successfully transfers the appear-
ance but for some others it fails. In the cat example, we can
see that in B-to-A result, the face and the body of the cat are
nicely mapped, yet our method fails to find a semantic cor-
respondence for the rings, and we get a wrong mapping of
the ear from image A. In (b), our method does not manage
to semantically relate a bird to an airplane.

5. Conclusions

We tackled a new problem setting in the context of
style/appearance transfer: semantically transferring appear-
ance across related objects in two in-the-wild natural im-
ages, without any user guidance. Our approach demon-
strates the power of DINO-ViT as an external semantic
prior, and the effectiveness of utilizing it to establish our
training losses – we show how structure and appearance in-
formation can be disentangled from an input image, and
then spliced together in a semantically meaningful way in
the space of ViT features, through a generation process. We
demonstrated that our method can be applied on a variety of
challenging input pairs across domains, in diverse poses and
multiplicity of objects, and can produce high-quality results
without adversarial training. Our work unveils the potential
of self-supervised representation learning not only for dis-
criminative tasks such as image classification, but also for
learning more powerful generative models.
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