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Figure 1. Impact on object detection performance of preserving and not fine-tuning features learned on ImageNet. The arrows indicate
impact on each model, when trained with frozen backbone weights. As long as the remaining detector components have enough capacity
(left), freezing increases performance while significantly reducing resources used during training (right).

Abstract

A common practice in transfer learning is to initialize
the downstream model weights by pre-training on a data-
abundant upstream task. In object detection specifically,
the feature backbone is typically initialized with ImageNet
classifier weights and fine-tuned on the object detection
task. Recent works show this is not strictly necessary un-
der longer training regimes and provide recipes for train-
ing the backbone from scratch. We investigate the oppo-
site direction of this end-to-end training trend: we show
that an extreme form of knowledge preservation—freezing
the classifier-initialized backbone— consistently improves
many different detection models, and leads to considerable
resource savings. We hypothesize and corroborate experi-
mentally that the remaining detector components capacity
and structure is a crucial factor in leveraging the frozen
backbone. Immediate applications of our findings include
performance improvements on hard cases like detection of
long-tail object classes and computational and memory re-
source savings that contribute to making the field more ac-
cessible to researchers with access to fewer computational
resources.

1. Introduction

Transfer learning [35] is a widely adopted practice in
deep learning, especially when the target task has a smaller
dataset; the model is first pre-trained on an upstream task
in which a larger amount data is available and then fine-
tuned on the target task. Transfer learning from ImageNet
or even larger [5, 16, 47] or weakly labeled [33] datasets
was repeatedly shown to yield performance improvements
across various vision tasks, architectures, and training pro-
cedures [23, 33, 47].

For object detection [20] it is common practice to ini-
tialize the model’s backbone (see Figure 2 for a model di-
agram) with weight values obtained by pretraining on an
image classification task, such as ImageNet [44]. Tradition-
ally, the backbone is fine-tuned while training the other de-
tector components from scratch. Two lines of work have re-
cently made seemingly contradictory observations on trans-
fer learning for object detection. On one hand, Sun et
al. [47] show that object detectors benefit from the amount
of classification data used in pre-training. On the other
hand, more recent papers have reported that the perfor-
mance gap between transferring from a pre-trained back-
bone initialization and training the backbone from scratch
with smaller, in-domain datasets vanishes with longer train-
ing [8, 14, 26, 45].
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Figure 2. A sketch of the Faster-RCNN detection model that
serves as an example. Our proposed training procedure freezes the
backbone after initializing it from a classification task and trains
the other components from scratch.

We revisit transfer learning in its simplest form, where
the backbone’s classifier initialization is frozen during de-
tection training. This allows us to better understand the use-
fulness of the pre-trained representation without confound-
ing factors resulting from fine-tuning. This approach has
many advantages: it is simple, resource saving, and easy
to replicate. Moreover, using this approach, we are able to
make the following two observations:

1. Longer training is a confounding factor in investigating
the usefulness of the pre-trained representation, because
the weights of a fine-tuned backbone move further away
from their pre-trained initialization.

2. This is important, because our ablation studies show that
the representation learned on the upstream classification
task is better for object detection than the one obtained
from fine-tuning or training from scratch on the object
detection task itself using a smaller in-domain dataset.

When we preserve the pre-trained representation through
freezing the backbone, we observe a consistent performance
improvement from pre-training on larger datasets. Provided
that the subsequent detector components have enough ca-
pacity, the models trained with a frozen backbone even ex-
ceed the performance of their fine-tuned or “from scratch”
counterparts.

As an immediate contribution of our findings, we
show that it is possible to train an off-the-shelf ob-
ject detection model with similar or superior performance
while significantly reducing the need for computational
resources, both memory-wise and computationally-wise
(FLOPs)(Figure 1). The performance benefits of the pro-
posed upstream task knowledge preservation are even more
clear when stratifying results by classes and the number of

annotations available. Our results show that our extreme
formulation of model reuse has a clear positive impact on
classes with a low number of annotations, such as those
found in long-tail object recognition.

2. Related work
Benefits of object detector backbone pre-training. The
hypothesis that it is possible to improve performance on vi-
sion tasks by training a better base model has been largely
investigated [23, 29, 42]. Huang et al. [19] focus on the
close correlation between architectures with different ca-
pacity, their classification performances on ImageNet and
their corresponding object detection performance. Sun et
al. [47] shifts the discussion away from model compari-
son to focus on the impact of pre-training data. Their ab-
lations contrast backbone pretraining on ImageNet versus
JFT-300M classification tasks to corroborate the hypothe-
sis that large-scale data helps in representation learning that
ultimately improves transfer learning performance in classi-
fication, detection, segmentation, and pose estimation tasks.
Importantly for our discussion, they point out that the bene-
fit of pre-training from a larger dataset is capacity bounded.

Unsupervised, weakly-supervised and self-supervised
pre-training. Reducing the need for task-specific annota-
tions is especially relevant for tasks requiring fine-grained
annotations such as detection and segmentation. This moti-
vates an active area of research on unsupervised [1,6], self-
supervised [21, 43, 46, 52] and weakly supervised methods
for object detection (pre-)training [24, 27, 34, 39]. In a self-
training formulation, Barret et al. [53] propose to discard
the original labels from ImageNet and obtain pseudo-labels
using a detector trained on MSCOCO. The pseudo-labeled
ImageNet and labeled COCO data are then combined to
train a new model. Closer to our work, Dhruv et al. [34] in-
vestigate pre-training on billions of weakly-labeled images
using social media hashtags. They show that when using
large amounts of pre-training data, detection performance
is bounded by model capacity. Gains on smaller models are
small or negative, but as model capacity increases the larger
pre-training datasets yield consistent improvements. On the
impact of pre-training using noisy labels, they conjecture
that gains from weakly supervised pre-training compared to
supervised pre-training (ImageNet) may be primarily due to
improved object classification performance, rather than spa-
tial localization performance. The contrast between gains in
AP versus AP50 is used as a proxy for this analysis.1

Training from scratch. He et al. [14] show that it is pos-
sible to train an object detector from scratch from random
initialization using in-domain supervision only but using a

1AP measures the average precision at different intersection over union
(IoU) thresholds ranging from 0.5:0.95, while AP@50 is computed as the
average precision computed at IoU threshold 0.5 only.
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longer training schedule and with proper regularization and
normalization. Li et al. [26] aim to reduce resources and
increase stability and propose to split the “training from
scratch” procedure into a two-step procedure with progres-
sively increasing input resolution, both executed on the tar-
get dataset. The combination of training from scratch and
data augmentation was explored in [7,12]. Ghiasi et al. [12],
show that the simple data augmentation mechanism of past-
ing objects randomly onto an image provides solid gains
over previous state of the art approaches for both MSCOCO
and LVIS detection and segmentation. During their abla-
tion studies, smaller models were trained using strong data
augmentation and trained from scratch, while larger mod-
els (presenting the best performance) were fine-tuned from
a model pre-trained on ImageNet. Du et al. [7] present a set
of training strategies to improve the detector’s performance
combining data augmentation (large-scale jittering [50]), a
smooth activation function, regularization, backbone archi-
tecture changes, and normalization techniques.

Importance of resource savings. The field of deep learn-
ing is becoming increasingly resource-conscious. From an
environmental perspective, the carbon footprint of training
deep learning models is non-negligible [51], and our find-
ings contribute to reducing that footprint. From a social
perspective, Obando-Ceron & Castro [4] note that the large-
scale standardized deep reinforcement learning benchmarks
such as the Arcade Learning Environment [2] have the un-
fortunate effect of partitioning the field into groups with
access to large-scale computational resources and groups
without such resources. They argue that smaller-scale en-
vironments can still yield valuable scientific insights while
being accessible to more researchers. The large batch sizes
used in recent object detection work [8,12] arguably have a
similar deterring effect. While we don’t claim to solve the
issue in its entirety for object detection, our findings con-
tribute to reducing the computational resources necessary to
achieve strong object detection performance and take a step
in the direction of allowing researchers with varied levels of
access to resources to contribute to the field.

3. Methodology

Our main hypothesis is that the features learnt by train-
ing on large-scale image classification tasks are better for
the object detection task than those obtained from com-
paratively smaller, in-domain datasets. The classification
datasets that we consider (ImageNet (1.2 M) and JFT-
300M (300 M)) contain orders of magnitude more images
than common detection datasets like MSCOCO (118K) and
LVIS (100 K). They key insight we propose is to freeze the
weights learnt on the classification task and choose the re-
maining components such that they have enough capacity
to learn the detection-specific features.

3.1. Preserving classification features

To preserve the knowledge learnt during classification,
we use the most natural and obvious strategy of freezing
the weights of the classification network (also called back-
bone). The common practice in literature [20, 29, 42] is to
train all the weights in the model after the backbone has
been initialized. We instead consider the alternative strat-
egy of freezing all of the backbone weights. Not only does
this save compute and speed up training, but as we discover,
improves the performance of many modern detection archi-
tectures.

3.2. Detection-specific capacity

Adapting classification networks to the detection task,
typically requires the addition of detection specific compo-
nents (Figure 2), like a Region Proposal Network [42], a
Feature Pyramid Network [28] and more recently Detec-
tion Cascades [3]. We observe that the capacity of detection
components plays a large role in the ability of networks to
generalize, particularly when we initialize from a classifi-
cation task. We show that when the detection-specific com-
ponents have enough capacity, initializing from a classifi-
cation task and freezing those weights performs better than
fine-tuning or training from scratch (as is common in the
literature). Moreover, we see that the performance gain in-
creases when we pre-train on a more diverse classification
dataset.

3.3. Data augmentation

We use Large Scale Jittering (LSJ) [50] for all of our
experiments and Copy-and-paste augmentation [12] for our
best results with EfficientNet [49]. We note that our pro-
posed technique is complementary to both these data aug-
mentation strategies. Moreover, for the experiments with
frozen backbones, the data augmentation techniques are
able to improve results only by helping the detection spe-
cific components.

4. Experiments

Our experiments connect two apparently contradictory
conclusions in the object detection literature.2 Sun et
al. [47] advocate for pre-training on image classification
datasets, and observe benefits that increase with the pre-
training dataset’s scale. Going in the opposite direction, the
most recent trend of papers follows He et al. [14]’s find-
ings that support training from scratch under longer training
regimes.

We resolve this contradiction by pointing out that a back-
bone fine-tuned for longer can move further away from its

2See https://github.com/tensorflow/models/blob/master/official/projects/

backbone_reuse/README.md for open-sourced code and instructions.
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pre-trained initialization. If—as our evidence suggests—
fine-tuning is detrimental to the learned backbone represen-
tation in terms of detection performance, then this would
explain why the benefits of pre-training appear to vanish
in longer training regimes. However, this degradation can
be prevented if the pre-trained backbone is frozen during
detection training. This lets us realize the benefits of pre-
trained initialization even under longer training schedules.
Doing so is simple, easy to replicate, yields performance
improvements on all investigated architectures coupled with
expressive-enough subsequent detector components (Fig-
ure 1), and saves considerable computational resources dur-
ing training.

4.1. Experimental Setting

Architecture. Our baselines were built on top of two open-
sourced codebases. The ablation studies presented using
ResNet [15] models were built on top of Du et al. [9]’s code-
base,3 motivated by the strong performance shown on base-
lines trained from scratch. Building on this, our first group
of experiments (subsection 4.2) explores the impact of fea-
ture preservation on a combinations of small backbones
(ResNet-50, ResNet-101) with Fast-RCNN-based detec-
tors. We then introduce detectors with increasing amounts
of capacity by varying the feature pyramids [28] (FPN and
NAS-FPN) and adding Cascade heads [3].

The second group of experiments (subsection 4.3) ap-
plies the insights gained in a competitive setting, namely a
Mask-RCNN with an EfficientNet-B7 backbone and NAS-
FPN and Cascade heads using Ghiasi et al. [12]’s code-
base and covers both detection and segmentation tasks.4

We also investigate how Ghiasi et al.’s strong Copy+Paste
data augmentation approach interacts with backbone freez-
ing. In comparison to [9]’s baseline, [12]’s implementation
replaces NAS-FPN’s convolution layers with ResNet bot-
tleneck blocks [15] and also adds one extra convolutional
layers on the RPN head.

Training Parameters. All our models trained with frozen
backbones adopt exactly the same hyper-parameters as the
corresponding non-frozen ones. No changes were made to
Ghiasi et al. [12]’s code, while changes to Du et al. [9]’s
code are described in the next paragraph. Further details
can be found in the original references.

During our study on ResNets models, we target the use
and replication of our findings on environments with lower
resources available for training. Therefore, the batch size
was reduced from Du et al. [9]’s original value of 256 down
to 64. Consequently, the learning rate was also adjusted
to 0.08. Results presented in the main text use the same
longer training schedule as in their original formulation

3
https://github.com/tensorflow/models/blob/master/official/vision/beta/

MODEL_GARDEN.md
4
https://github.com/tensorflow/tpu/tree/master/models/official/detection/

projects/copy_paste

Model Pretraining mAP AP @ 50

ResNet-101
+ FPN

From scratch 48.4 70.1
ImageNet 48.6 70.5

+ Freeze backbone (−6.5) 42.1 (−5.2) 65.3
JFT-300M 48.7 70.5

+ Freeze backbone (−5.6) 43.1 (−3.3) 67.2

ResNet-101
+ NAS-FPN

From scratch 47.2 68.2
ImageNet 49.0 70.0

+ Freeze backbone (+0.1) 49.1 (+0.3) 70.3
JFT-300M 49.1 70.2

+ Freeze backbone (+1.0) 50.1 (+1.5) 71.8

ResNet-50
+ NAS-FPN
+ Cascade

From scratch 50.0 68.1
ImageNet 50.3 68.0

+ Freeze backbone (+0.7) 51.0 (+1.1) 69.1
JFT-300M 50.4 68.1

+ Freeze backbone (+1.7) 52.1 (+2.3) 70.4

ResNet-101
+ NAS-FPN
+ Cascade

From scratch 50.4 68.4
ImageNet 51.1 69.1

+ Freeze backbone (+0.8) 51.8 (0.8) 69.9
JFT-300M 51.1 69.0

+ Freeze backbone (+1.7) 52.8 (+2.1) 71.1

Table 1. With a powerful-enough detector, freezing the back-
bone to its pre-trained initialization during detection training out-
performs fine-tuning the backbone or training it from scratch.

(600 epochs for ResNets and 390 epochs for EfficientNet-
B7s). Our results with shorter training schedules are de-
scribed in Appendix C.

Datasets. We perform ablation studies on detection and
segmentation with the MSCOCO (2017) [30] and LVIS
1.0 [13] datasets. MSCOCO has 118k images covering 91
classes (80 used in practice). The LVIS dataset was de-
signed to simulate the long-tail distribution of classes in
natural images. The 1.0 version used in this paper contains
100k images covering 1203 classes.

Due to large costs associated with annotating localiza-
tion information, image classification datasets are much
larger than object detection [36] and segmentation [30]
datasets. Since we investigate the benefits associated with
dataset scale, we use two image classification datasets with
increasing amounts of data. ImageNet contains 1M la-
beled images based on 1000 categories while JFT-300M
[17] contains more than 300M images labeled with 18291
categories. Labeling error in JFT-300M is estimated to be
around 20% [47], but this is offset by a larger visual di-
versity than ImageNet. We use ImageNet or JFT-300M to
pretrain the backbone on classification tasks, except when
training from scratch. Neither is used to train the detector.

4.2. Revisiting ResNet reuse for object detection

We start by investigating the impact of the backbone
training strategy (trained from scratch, fine-tuned from a
pre-trained initialization, or frozen at its pre-trained ini-
tialization) while controlling for pre-training dataset size
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Paper Pre-training Schedule Freeze? mAP

Pre-training on larger classification datasets helps.

Sun et al. [47] ImageNet Short Yes 47.8
JFT Short Yes 49.0

Pre-training does not help with longer training schedules.

He et al. [14] ImageNet Long No 49.0
JFT Long No 49.1

Backbone freezing & high-capacity detector components help.

Ours JFT Long Yes 50.1

Table 2. We revisit the conclusions from [14, 47] under modern
training regimes and best practices. We use their main conclusions
and re-train these models for a fair comparison. All results are
reported on a ResNet-101 backbone with a NAS-FPN. Note that
Sun et al. [47] did not run experiments with NAS-FPN.

(ImageNet, JFT-300M), backbone architecture (ResNet-50,
ResNet-101), detector architecture (FPN, NAS-FPN, NAS-
FPN + Cascade), and training schedule (72 epochs, 600
epochs). Tabular results for the longer training schedule are
presented and discussed here (Table 1), and results using the
shorter schedule are presented in Appendix C.

The relative benefit from pre-training on larger classifi-
cation datasets is clear when freezing the backbone. The
comparison between ImageNet + Freeze backbone and JFT-
300M + Freeze backbone in Table 1 shows a consistent im-
provement in performance (+0.9 mAP in most cases) across
the different backbones and detector components tested.
See Appendix A (Figure 6) for an alternative visualization.

Proper reuse of image classification features improves
performance. Our main finding is that the advantage
gained from pre-trained backbone networks gets lost with
a longer training schedule. Notice that in Table 2, the im-
provement from JFT-300M which was apparent in the short
training schedule (blue-shaded region), disappears with the
long training schedule (red-shaded region). In contrast, we
show that with freezing the backbone, and thus preserving
the pre-training knowledge, we maintain the improvement
due to JFT-300M across both the training schedules.

Our results corroborate Sun et al. [47]’s observation that
pre-training on larger datasets is beneficial when fine-tuning
the backbone for a shorter schedule (Table 2, shadowed
blue), and Appendix C’s Table 12 shows this is consistent
across architectures. Our results complement Sun et al. [47]
and He et al. [14]: by freezing the backbone, we see that
both can be explained through the lens of pre-trained knowl-
edge preservation. In addition, we notice that the benefit
from the re-use of the knowledge from large scale image
classification datasets is bounded by the capacity of remain-
ing components, as we show next.

Feature preservation benefits are bounded by the re-

Detection model #Params (Million) ∆ mAP

Original Trained

FPN 83.5 (26.1%) 21.9 −6.5
NAS-FPN 102.6 (39.9%) 40.9 +0.1
Cascade + NAS-FPN 132.9 (53.6%) 71.3 +0.7

Table 3. Number of parameters that are trained when keeping the
backbone frozen (a ResNet-101) with various detection models.
We report ∆ mAP as the performance gap from fine-tuned coun-
terparts. Weights initialized from an ImageNet pre-trained model.

maining trainable capacity. Sun et al. [47] conjecture that
the overall benefit from pre-training is bounded by the ca-
pacity of the whole model (backbone + detection compo-
nents). Using an FPN detector, they present experiments
freezing backbone weights under short training regimes
and show that those models under-perform their fine-tuned
counterparts. Our results using FPN detectors confirm the
same decrease in performance (Figure 3) on both short and
long training schedules.

In a new direction of investigation, we refine the original
conjecture to pinpoint the remaining detector components
as the principal capacity bottleneck in terms of benefiting
from pre-trained features. Figure 1 plots the performance
observed across models built with components of increas-
ing capacity and trained with either backbone freezing or
fine-tuning. Table 3 shows the number of parameters of the
models ablated and the corresponding number of parame-
ters trained on models with frozen backbones. Object de-
tection models with higher capacity in the remaining train-
able components clearly surpass their fine-tuned counter-
parts. See Appendix A for more capacity ablations.

To summarize, in typical settings (e.g. using an FPN) we
don’t see benefits from freezing the backbone because the
remaining detector components don’t have enough capac-
ity. In other words, the representation learned from pre-
training on the large classification dataset is better, pro-
vided that there are enough learnable parameters (like with
NAS-FPN). Consequently, the comparable performances
achieved by fine-tuning the backbone and training it from
scratch under a long schedule could simply be a conse-
quence of the fact that fine-tuning for longer moves it
further away from the good representation found by pre-
training on the classification task.

Through backbone freezing and extensive experimen-
tation, we (i) disentangle the benefit of using pre-trained
backbones when compared to training from scratch under
long training schedules; and (ii) show the benefit on the fi-
nal detector of using even larger classification datasets. Ad-
ditionally, our results suggest that the knowledge contained
in pre-trained weights can and should be preserved during
longer training regimes.
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Figure 3. Detectors using a ResNet-101 backbone. Sufficient ca-
pacity on components trained is important in realizing the benefits
of preserving the representation from a large classification dataset.

4.3. EfficientNet-B7’s reuse for object detection

Next, we present our results on freezing features learned
from a classification dataset (ImageNet) on EfficientNet-B7
based detectors. The ablations also investigate how freez-
ing the backbone complements strong data augmentation
techniques designed specifically for localization tasks. The
models compared in this section adopt both large scale jit-
tering [50] and Copy+Paste [12] data augmentation (pre-
viously shown to improve training under fine-tuning and
training from scratch regimes). The comparison of our re-
sults with other strong detectors are presented in Table 4.

Freezing EfficientNet-B7 backbones improves perfor-
mance on both MSCOCO and LVIS datasets. Table 4
presents our results when applied to the same architectures
and training regimes as Ghiasi et al. [12]’s baselines for
MSCOCO and LVIS. It shows a clear gain in performance
for frozen models observed both on detection and instance
segmentation tasks. On the MSCOCO baseline, backbone
freezing outperforms fine-tuning by +0.9 Box mAP. Note
that this number on the impact of freezing alone is compara-
ble to the benefit of using Copy+Paste augmentation (+1.1).
From the same table, the results on MSCOCO instance seg-
mentation highlight the benefit of feature preservation even
more, with a larger benefit derived (+0.7 Mask mAP) than
from Copy+Paste (+0.3).

Similarly, freezing classification features also presented
a positive impact on performance for LVIS for both detec-
tion and instance segmentation. This strengthens our claim
that feature preservation is important, since LVIS is harder
than MSCOCO due to its long-tailed classed distribution.

When the backbone is frozen, strong data augmenta-
tions improves the remaining detector components even
further. The benefit of feature preservation is even more
clear when combined with localization-specific data aug-
mentations. For MSCOCO detection, the improvement ob-
tained by feature preservation is of +1.1 mAP and reaches
+1.5 mAP for segmentation masks (Table 4). This in-
crease in segmentation performance is larger than the orig-

MSCOCO (val) Box mAP Mask mAP

Swin Transformer [31]∗ 57.1 49.5
Cascade Eff-B7 NAS-FPN (1280) [12] 54.8 46.9

+ freeze backbone (ours) (+0.9) 55.7 (+0.7) 47.6
+ Copy-Paste 55.9 47.2
+ freeze backbone (ours) (+1.1) 57.0 (+1.5) 48.7

+ Self-training Copy-Paste 57.0 48.9
Soft Teacher + Swin-L [52] 59.1 51.0

LVIS (val) Box mAP Mask mAP

cRT (ResNeXt-101-32×8d) [22] — 27.2
LVIS Challenge 2020 Winner [48]† 41.1 38.8
Eff-B7 NAS-FPN (1280) [12] 37.2 34.7

+ freeze backbone (ours) (+2.2) 39.4 (+2.5) 37.2
+ Copy-Paste 41.6 38.1
+ freeze backbone (ours) (+1.5) 43.1 (+1.8) 39.9

Table 4. Freezing the backbone improves two strong baselines
on MSCOCO and LVIS. when training only on the train2017
split. “Self-training” and [52] use the extra training data.
∗ImageNet-22K pre-training. †No test-time augmentation. All re-
sults are reported on the validation sets.

inal +0.3 gain obtained by using the Copy+Paste augmen-
tation itself (+1.1 Box mAP and +0.3 Mask mAP). That
is, by combining feature preservation and Copy+Paste aug-
mentation the total gain over the baseline numbers is +2.2
Box mAP and +1.8 Mask AP. Note that in this case the
data augmentations only affect the detection-specific com-
ponents, since the backbone remains frozen.

The combination of feature preservation and data aug-
mentation produces even larger improvements in perfor-
mance on LVIS (Table 4). This can be observed on both
detection (+1.5 over Copy-Paste and +5.9 over the base-
line) and segmentation (+1.8 over Copy-Paste and +5.2
over the baseline). We further stratify the results obtained
on LVIS by number of annotations (Table 5) and object
size (Table 6). Our EfficientNet-B7 models with a frozen
pre-trained backbone show improvements across all object
sizes, numbers of annotations, and detection and segmenta-
tion tasks.

Our LVIS results are obtained by following Ghiasi et
al. [12]’s two-step training procedure: after training the de-
tector using unbalanced loss, the classifier head is further
tuned using a class balanced loss. The goal of the second
stage is to improve performance on rare classes. In the
original fine-tuning setting the second training stage causes
a drop in performance on the frequent classes. However,
with feature preservation, all three groups (rare, common
and frequent classes) improve in performance in the second
stage.
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LVIS Box Mask

mAP mAPr mAPc mAPf mAP mAPr mAPc mAPf

First stage results: regular training
Copy and Paste [12] 38.5 19.3 37.3 48.2 35.0 19.5 34.9 42.1

+ Freeze backbone (+1.2) 39.7 (+2.9) 22.2 (+1.5) 38.8 (+0.1) 48.3 (+1.5) 36.5 (+2.9) 22.4 (+1.9) 36.8 (+0.4) 42.5

Second stage: tunes detection-classifier final layer using class-balanced loss
Copy and Paste [12] 41.6 31.5 39.8 48.0 38.1 32.1 37.1 41.9

+ Freeze backbone (+1.5) 43.1 (+1.7) 33.2 (+2.1) 41.9 (+0.7) 48.7 (+1.1) 39.9 (+1.5) 33.6 (+2.5) 39.6 (+1.0) 42.9

Table 5. Performance using EfficientNet-B7 + NAS-FPN. Freezing the backbone has the strongest positive performance impact on rare
(mAPr) and common (mAPc) classes, while still improving frequent (mAPf ) classes. Original first phase results are provided by the
authors of [12]. Results without Copy-Paste augmentations can be found in Appendix D.

LVIS Box Mask

mAP mAPs mAPm mAPl mAP mAPs mAPm mAPl

First stage results: regular training
Copy and Paste [12] 38.5 30.5 48.2 55.5 35.0 25.7 45.6 53.2

+ frozen backbone (+1.2) 39.7 (+0.2) 30.7 (+1.4) 49.6 (+2.3) 57.8 (+1.5) 36.5 (+0.3) 26.0 (+1.6) 47.2 (+2.8) 56.0

Second stage: tunes detection-classifier final layer using class-balanced loss
Copy and Paste [12] 41.6 33.5 51.5 58.1 38.1 28.4 49.0 55.6

+ frozen backbone (+1.5) 43.1 (+0.6)34.1 (+1.8) 53.3 (+2.3) 60.4 (+1.8) 39.9 (+0.7) 29.1 (+2.1) 51.1 (+2.7) 58.3

Table 6. Performance using EfficientNet-B7 + NAS-FPN. Freezing the backbone has the strongest positive performance impact on large
objects (mAPl), then medium-sized objects (mAPm), and finally small objects (mAPs). Original first phase results are provided by the
authors of [12]. Results without Copy-Paste augmentations can be found in Appendix D.

4.4. How does preserving pre-trained representa-
tions help?

So far we have established that given sufficient detector
capacity it is better to freeze the pre-trained backbone than
to fine-tune it or train it from scratch on detection data, but
it is not obvious why that is the case.

We explore this question by visualizing how freezing
the backbone impacts performance on classes with differ-
ent numbers of training annotations. Figure 4 shows class-
wise box mAPs relative to those obtained by fine-tuning the
backbone for the freeze and from scratch training strategies.
As before, we observe that with a lower-capacity detec-
tor (FPN) training the backbone from scratch is compara-
ble in performance to fine-tuning it from a pre-trained ini-
tialization, and that freezing the backbone underperforms
fine-tuning it. Interestingly, fine-tuning from a JFT initial-
ization outperforms training from scratch for classes with
fewer annotations. As we move towards larger detectors,
performance across the three strategies remains similar for
classes with larger amounts of annotations while freezing
the backbone and training it from scratch become increas-
ingly beneficial and detrimental (respectively) for classes
with fewer annotations.

We observe a similar behaviour when comparing freeze
and fine-tune in a more competitive setting (Figure 5, Ta-
ble 5), where the benefits of backbone freezing concentrate
mostly on classes with fewer annotations.

Given these observations, we conjecture that the pre-
trained representation contains features beneficial for de-
tection that require many annotations to be learned from
the detection data alone in addition to being brittle to fine-
tuning on detection data. While not identical to catastrophic
forgetting [11], this phenomenon bears some resemblance
to it: in fine-tuning on the detection task, the object detec-
tion model appears to struggle to preserve knowledge not
only beneficial to the upstream classification task, but ben-
eficial to the downstream detection task itself.

4.5. Beyond backbone freezing

Throughout this work we presented backbone freezing as
a knowledge preservation strategy that yields performance
benefits for object detection. What this shows is that there
are better ways of using a pre-trained model for downstream
object detection applications, but it does not mean (nor do
we claim) that backbone freezing is itself an optimal strat-
egy.

To demonstrate this, we present initial results using
a lightweight alternative strategy in the form of residual
adapters [40, 41], which have been successfully applied
to adapt to downstream tasks such as cross-domain few-
shot image classification [25], natural language process-
ing [18,32,37], and transfer learning with expert image clas-
sifiers [38].

Our initial results (Table 7) show that equipping the
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Figure 4. Class-wise mAP as a function of the number of training
annotations relative to fine-tuning the backbone. Smoothed curves
are obtained by applying Gaussian smoothing with σ = 1000.
The ResNet-101 backbone is combined with detectors of varying
capacities (rows) and initializations (columns). Freezing the back-
bone is increasingly beneficial as the detector capacity increases
(top to bottom rows) and as the number of annotations decreases.
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Figure 5. Class-wise mAP as a function of the number of training
annotations relative to fine-tuning the backbone. Smoothed curves
are obtained by applying Gaussian smoothing with σ = 1000.
The EfficientNet-B7 architecture is trained without (left) and with
(right) copy+paste augmentations.

frozen backbone with residual adapter layers that are trained
alongside the detector components yields further improve-
ments over full backbone fine-tuning. We conjecture that
residual adapters and similar adaptation approaches such as
feature-wise transformations [10] can better incorporate the
object detection training signal while preserving aspects of
the image classifier representation that are useful to the ob-
ject detection task. See Appendix E for more results on the
use of adapters.

More generally, adjacent fields such as transfer learn-

Model Pretraining mAP AP @ 50

ResNet-101
+ NAS-FPN
+ Cascade

ImageNet 51.1 69.1
+ Freeze backbone (+0.8) 51.8 (+0.8) 69.9

+ Res. adapters (+1.9) 53.0 (+2.4) 71.5
JFT-300M 51.1 69.0

+ Freeze backbone (+1.7) 52.8 (+2.1) 71.1
+ Res. adapters (+2.5) 53.6 (+3.0) 72.0

Table 7. Adding residual adapters to the frozen backbone and
training them along with the subsequent detector components
yields another performance increase.

ing, multi-task learning, few-shot classification, and domain
adaptation have all tackled the problem of using pre-trained
models for downstream applications, and we believe that
object detection would benefit from their insights.

5. Conclusions

We cast a new light on the re-use of pre-trained rep-
resentations obtained from a large-scale classification task
in a downstream detection setting. Particularly, we show
that preserving the backbone representation obtained from
training on a large-scale classification task is beneficial to
object detection and instance segmentation. We also show
how this ties together the two seemingly contradictory ob-
servations of [47] and [14], the missing piece being the fact
that the longer training schedule moves the backbone fur-
ther away from a good initial representation.

We investigate backbone freezing as a simple approach
to knowledge preservation and demonstrate its benefits
when coupled with sufficient detection-specific compo-
nent capacity through extensive experiments across multi-
ple combinations of backbones, detection models, datasets,
and training schedules. This approach easy to implement
and reproduce and requires significantly less computational
resources during training.

While the need to control for resources used in previ-
ous work means that SOTA is not yet accessible to most,
we demonstrate demonstrate computation and memory sav-
ings in all settings, meaning that practitioners are able to
train larger models with larger batch sizes given the same
amount of resources, and accessibility could be further im-
proved through future work on reducing the number of
training epochs required. We also believe that tapping into
the rich model re-use literature in adjacent fields represents
a promising direction for future work. Finally, our findings
can be used in future neural architecture search work to take
advantage of pre-trained and frozen classification based fea-
tures to ultimately do better than NAS-FPN.
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