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Figure 1. The proposed OASIS benchmark. We formalize a domain adaptation task which requires online, unsupervised adaptation of
semantic segmentation models and propose a novel benchmark to tackle it. It is composed of three steps. Train: A model is trained offline
on simulated data (top-left); Val: Several adaptation strategies are validated on simulated data organized in sequentially shifting domains
(e.g. , sunny-to-rainy, highway-to-city), to mimic deploy (top-right). Deploy: The best validated strategy is applied to the test set (bottom).

Abstract

We propose a new problem formulation and a corre-
sponding evaluation framework to advance research on
unsupervised domain adaptation for semantic image seg-
mentation. The overall goal is fostering the development
of adaptive learning systems that will continuously learn,
without supervision, in ever-changing environments. Typi-
cal protocols that study adaptation algorithms for segmen-
tation models are limited to few domains, adaptation hap-
pens offline, and human intervention is generally required,
at least to annotate data for hyper-parameter tuning. We ar-
gue that such constraints are incompatible with algorithms
that can continuously adapt to different real-world situa-
tions. To address this, we propose a protocol where models
need to learn online, from sequences of temporally corre-
lated images, requiring continuous, frame-by-frame adap-
tation. We accompany this new protocol with a variety of
baselines to tackle the proposed formulation, as well as an
extensive analysis of their behaviors, which can serve as a
starting point for future research.

*https://europe.naverlabs.com

1. Introduction
Machine learning systems will often face unfamiliar con-

ditions when deployed in the real world. A self-driving
car will encounter a new urban environment or unexpected
weather; a domestic robot will be deployed in a new house.

In this regard, semantic image segmentation, a key task
for both examples above, is an important case study. Due
to the extremely high cost of manually annotating segmen-
tation masks, it is very common to train segmentation mod-
els on synthetic data [62, 65]; these models can then be
adapted to real environments using domain adaptation tech-
niques [16,33,34,81,86,97]. Adaptation methods typically
run offline, require multiple epochs, and generally rely on
an annotated validation set from the target domain. Such
assumptions are reasonable for certain scenarios; for in-
stance, consider the problem of adapting a segmentation
model for MRI from simulated data to real-scanner sam-
ples: adaptation can happen offline, and one can ask some
experts to provide at least a few annotated target samples
for hyper-parameter selection.

Unfortunately, such assumptions do not hold for all sce-
narios. In our initial example of a self-driving car equipped
with a semantic segmentation module, once the car is on the
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road, samples arrive sequentially, unlabeled, and the sur-
rounding environment continually changes. The segmenta-
tion model needs to jointly produce a prediction and contin-
uously adapt as individual images arrive. This is one among
many such scenarios that require unsupervised adaptation
to happen online, continuously and without the possibility
of extensive hyper-parameter tuning on new domains. We
argue that there is a strong need for an appropriate formu-
lation, ad hoc evaluation protocols and metrics specifically
designed for this challenging adaptation problem.

This paper aims at filling this gap. We introduce a con-
strained problem formulation, which requires online and
unsupervised adaptation of semantic segmentation models.
The model is expected to adapt to new environments by
processing sequences of temporally correlated frames, from
ever changing domains. Therefore, this formulation does
not allow processing large amounts of target samples offline
nor performing extensive hyper-parameter search.

Concretely, our first contribution is proposing a three-
step train-val-deploy evaluation protocol that emulates as
closely as possible the problem of adapting semantic seg-
mentation models as the input distribution shifts. By design,
cross-validating on “deploy” samples is not possible. The
three steps are (i) Pre-training a segmentation model offline
on simulated data; (ii) Validating the algorithms at hand,
i.e. carefully choosing all the hyper-parameters – again on
simulated data, yet mimicking the sequential nature of the
real world; (iii) Testing the best adaptation algorithm – ac-
cording to the previous validation step – on realistic, se-
quential conditions. Those steps are illustrated in Fig. 1. We
formalize this new problem and devise a proper benchmark
for Online Adaptation for Semantic Image Segmentation,
the OASIS benchmark.

Endowed with this framework, our second contribu-
tion is tailoring and benchmarking a set of adaptation tech-
niques from related fields for our problem (see Fig. 2). We
also propose different learning strategies to accommodate
the challenges that our protocol brings, reporting thorough
comparisons among the different methods, and share our
main findings, which can serve as a basis for future research
on this task. As a third contribution, we assess the im-
pact of catastrophic forgetting when continuously adapting
without supervision and draft a family of methods based on
a reset mechanism to mitigate this issue. 1

2. Related work
This paper studies domain adaptation for semantic seg-

mentation and, hence, relates to both fields. Our scenario
also has links with the domain generalization and the con-
tinual learning literature. Fig. 2 illustrates the connections
with different research topics, which we detail below.

1Code available at https://github.com/naver/oasis

Figure 2. Our task in the literature. We focus on the task of
online unsupervised domain adaptation for semantic image seg-
mentation, which lies at the intersection of several fields.

Semantic image segmentation (SIS) consists in predicting
the class label of every image pixel. Modern methods typi-
cally use fully convolutional networks [50] or recurrent neu-
ral networks [7,47]. These models can be further combined
with Conditional Random Fields (CRFs) [9, 48, 71, 104],
multi-resolution architectures [29, 32, 49, 103], or attention
mechanisms [14,25,43]. Encoder-decoder architectures can
compress the image into a latent space that captures the
underlying semantic information and then decode the la-
tent representation into final predictions [5, 56, 64]. A suc-
cessful family of SIS methods is DeepLab [12, 13, 15, 48],
which combines dilated convolutions for resolution, Atrous
Spatial Pyramid Pooling to capture the context at multiple
scales, and CRFs to refine predictions. Lately, it has been
shown that transformer architectures are very effective for
SIS [74, 95, 105].
Domain adaptation for SIS (DASIS) aims at adapting
a segmentation model trained on one or several source
domains to one or more target domains [23, 78]. Deep
DA [21, 89] is particularly relevant for SIS, as the re-
cent approaches are data-hungry and pixel-level annotations
are extremely tedious and time consuming to acquire [20].
Since game rendering engines can generate photo-realistic
virtual worlds with arbitrary variations in weather, envi-
ronment and lighting conditions, synthetic fully-annotated
datasets [62, 65] have become a standard source to train
SIS models, which are then adapted to real datasets. Such
deep DASIS methods, according to [23,78], can be grouped
into adversarial feature alignment [34,36,100], output-level
adaptation [57, 81, 86] or image-level style transfer be-
tween domains jointly learned with the segmentation model
[10, 16, 33, 54, 69, 92, 97]. Self-training and target entropy
minimization are also very popular techniques used to im-
prove the adaptation [17, 24, 46, 86, 107, 107].

Differently from these standard DASIS methods, we are
interested in algorithms that are able to adapt online. These
methods cannot be straightforwardly applied in our settings
since we never assume the availability of both source and
target empirical distributions.
Domain generalization (DG) models learn on one or more
source domains with the goal of generalizing to new, unseen
domains. There is a large diversity of DG methods [88,106],
some of them effectively applied to SIS [30, 39, 84, 85, 99].
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While DG does not take into account model adaptability
per-se, it is relevant in our context because, as we will show,
starting with stronger representations leads to more effec-
tive adaptation results. Hence, DG can play a crucial role
for model pre-training to foster adaptability.
Continual learning (CL) consists in gradually enriching
the model as new domains/tasks are encountered while try-
ing not to forget about previous ones [18, 58]. In this pa-
per, we assume that the SIS task – including the set of se-
mantic labels – remains unchanged, but the data distribution
varies over time (e.g. from urban environment to highway,
or from sunny to rainy). Only few methods have addressed
this scenario, e.g. by gradually shifting target domains while
replaying old memories to avoid forgetting [6], incremen-
tal adversarial training and periodic offline retraining with
previously seen samples [94], incrementally adapting the
model to changing environments via meta-learning [83] and
style transfer [93], or fine-tuning the domain adapters on the
target in a self-supervised fashion [61]. Yet, while these
methods address adaptation to multiple domains sequen-
tially, none of them considers an online scenario where the
adaptation needs to be performed frame by frame.
Online domain adaptation (ODA), related to online learn-
ing (OL) [8], aims at adapting a model when confronted to
a stream of data, potentially dealing with one sample at a
time (preferably in real time). This is in contrast with in-
cremental DA [6,83,93], where the model is trained to han-
dle new domains offline. A few ODA methods have been
proposed in the past, in particular to adjust pre-trained de-
tectors for videos [90, 96] or object tracking [26, 27, 72].
Online updates of batch normalization (BN) [38] statis-
tics have been shown to help when applied to robotic kit-
ting [53]. More recently, online adaptation has been more
extensively studied with respect to depth estimation, both in
the stereo [79,80,101] and in the monocular [41,102] cases.

Our formulation requires SIS models to be adapted both
in a sequential and online manner. To the best of our knowl-
edge, there is only one such previous ODA approach for
SIS, OnAVOS [82]; yet, it only considers two classes (mov-
ing foreground/background) and assumes the first frame to
be fully labeled. In this regard, one of our contributions is
to provide a general formulation and companion benchmark
to study ODA for SIS in a realistic framework.

Recently, test-time adaptation/training techniques
have been proposed that can be applied to ODA. Sun et
al. [75] optimize the model parameters at test time using
self-supervised learning. Wang et al. [87] show that BN
parameters can be optimized by minimizing the entropy of
the model’s predictions for the target samples. Schneider et
al. [70] show that mixing BN statistics of pre-trained mod-
els and those gathered from the target samples can signifi-
cantly boost out-of-domain performance. In this work, we
study different flavors of the latter two approaches, mixing

them with different strategies to propose variants tailored
for our problem formulation.

3. The OASIS benchmark
This paper formalizes the problem of semantic image

segmentation in a constantly changing environment, such as
the one encountered by self-driving systems – where adap-
tation needs to happen image by image in a sequential fash-
ion. With these problems, concrete research questions arise:
(1) How well can a model perform without adaptation when
exposed to different conditions? Tackling this question will
help designing pre-training strategies that adaptation meth-
ods should start from. (2) Assuming that online adaptation
at image-by-image level is effective, should we adapt con-
tinuously, or should the adaptation strategy for each image
always start from a pre-trained model? (3) In the case of
continual adaptation, will the model suffer from catastrophic
forgetting? (4) If it does, how to overcome it?

After formalizing the task in Sec. 3.1, in Sec. 3.2 we de-
scribe the OASIS benchmark with its evaluation protocol,
designed to answer the above questions.

3.1. Task definition
Let X s = {(xs

i
, y

s

i
)}Ns

i=1 be a set of annotated source
images, with x

s

i
2 RH⇥W⇥3 and y

s

i
2 RH⇥W⇥C . Images

are of size (H,W ) and their pixels are assigned to one of
the C semantic classes. Let X t = (xt

i
)N

t

i=1 be a sequence of
non-annotated target samples, with x

t

i
2 RH⇥W⇥3.

We define the problem of continual unsupervised do-
main adaptation for semantic image segmentation start-
ing from the following configuration. Let M✓0 be a para-
metric model for SIS that is learned on X s. This model
has never seen any target images, not even unlabelled ones.
Once the adaptation process starts, the model receives unla-
belled target samples xt

i
⇠ X t, one at a time. A given adap-

tation routine, provided with the current2 sample xt

i
and the

current model M✓i�1 , outputs the adapted model M✓i . The
latter is used to compute the final predictions ŷt

i
.

Given a proper metric – e.g. , mean-Intersection-over-
Union (mIoU) – one can compute the performance score on
the whole sequence X t by averaging single samples’ scores,
computed by comparing ŷ

t

i
with the ground truth.

3.2. Protocol design
In order to answer the crucial questions that arise when

developing adaptive methods in the real world, we need a
carefully designed evaluation protocol, inherently different
from the ones typically considered for domain adaptation.

Our core contribution is the OASIS benchmark, whose
aim is filling this gap. Its protocol, also depicted in Fig. 1,

2One may also consider using a buffer of recent samples or an episodic
memory where some previously encountered samples are stored – but we
do not consider this scenario in this work.
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comprises three steps: train, val, and deploy, which respec-
tively correspond to the pre-training, validation and real-
world test components of our benchmark. For those, we
build on existing datasets. In the following, we provide the
rationale behind each of them and a summary of their im-
plementation (more details in the Supplementary Sec. A).

3.2.1 Pre-training (train)

Rationale. Regardless of whether the model should be
adapted to new environments or not, it is crucial for a visual
model deployed into the real world to be as robust as possi-
ble. The key ingredients to achieve robustness are generally
a strong architecture and the availability of a large amount
of labelled training data. Domain randomization [77, 99]
and domain generalization [88, 106] can be used to boost
robustness as well. Our protocol allows to explore SIS mod-
els trained offline, on large amounts of annotated data, and
with arbitrary training strategies; the goal here is providing
a strong starting point for further deployment.
Experimental details. Due to the high cost of human-
annotations for SIS, it is common to rely on images ren-
dered via game engines – as their segmentation annotation
comes for free. Therefore, following previous work on DA-
SIS [34, 81], we pre-train our SIS models on GTA-5 [62], a
dataset of 25k images that serves as our source domain.

3.2.2 Validating (val)

Rationale. In order to predict how the model will behave in
real-world environments, it is important to evaluate differ-
ent adaptation strategies in conditions that mimic the real
world as closely as possible. Concretely, provided with a
satisfactory initial model resulting from the previous phase,
we need to validate its out-of-domain performance, as well
as the behavior of selected adaptation strategies – in or-
der to choose the most promising methods and their hyper-
parameters. To this end, we need to access or generate a
large amount of annotated sequences of temporally corre-
lated samples3, with occasional sub-domain shifts (weather
condition and/or urban environment change). This valida-
tion step outputs the best model and adaptation strategy, to-
gether with their tuned hyper-parameters.
Experimental details. We use SYNTHIA [65] to validate
pre-training and adaptation strategies. It comprises simu-
lated sequences from different urban environments (we use
Highway, New York-like City, European Town) and different
weather/daylight/time-of-the-year conditions (we use Sum-
mer, Spring, Fall, Winter, Dawn, Sunset, Night, Rain, Fog).
We design episodes where the model needs to process sam-
ples from ever changing sequences. We propose a total of 8

3Sequentiality does not play a role in the pre-training step, because
offline training is performed on multiple epochs over the shuffled dataset.

sequences, each built with 5 random sub-sequences of 300
frames each, where both environments and conditions are
randomly picked, resulting in several domain shifts.

3.2.3 Real-world testing (deploy)

Rationale. To finally assess performance on realistic situ-
ations, the models are tested on real-world sequences only
once and without further hyper-parameter tuning – that is,
the hyper-parameter setting selected on the validation set
must be used for each evaluated method.

Experimental details. We use two datasets built with
real images for testing and comparing the validated mod-
els: Cityscapes [20] and ACDC [68]. Cityscapes com-
prises 5k real, annotated images from 50 cities. We further
include sequences with artificial Fog [67] and Rain [35];
we will refer to the resulting dataset as Cityscapes A.W.
(Artificial Weather), and to the original Cityscapes dataset
as Cityscapes O. ACDC is a recent dataset introduced to
study segmentation models on real domain shifts: it con-
tains 4k samples from driving sequences uniformly dis-
tributed in Fog, Rain, Night and Snow conditions. For both
datasets we design learning sequences where the model
receives samples from a plurality of sequential environ-
ments and weather conditions (each contains 4 different
sub-sequences). We have a total of 25 test sequences, with
a number of frames per sequence in the order of hundreds.

4. Methods

To tackle the problem we discussed in Sec. 3.1, we can
draw solutions from the literature related to domain adap-
tation [21, 78, 89], the recently introduced test-time adapta-
tion [75, 87], and – to improve pre-training – from domain
generalization [88, 106]. However, finding which of these
families of techniques would perform best for our problem
of interest is a nontrivial question.

This section details how we tailor a variety of different
approaches from the research fields above for the proposed
scenario. When selecting which approaches to start from,
we took into account simplicity, computational cost, and
memory requirements. While we selected a few represen-
tative methods to design our baselines, some of the com-
ponents we consider can be replaced by or combined with
more complex methods (see Sec. 2 for some examples). The
same holds for the underlying segmentation model’s archi-
tecture: while we use DeepLab-V2 [12] for all methods (as
it is widely used by the DA community [46,81,86]), any al-
ternative segmentation network could replace it. Below we
briefly describe the chosen baselines, as well as the variants
we designed to adapt them to our scenario.
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4.1. No adaptation (NA)
One option to address the proposed scenario is to sim-

ply rely on a model pre-trained on the available source data
(M✓0 ), which can then be used in all circumstances. In this
case, such model is directly used to predict the segmenta-
tion map for each sample x

t

i
⇠ X t – without any adap-

tation strategy. In our experiments, we consider the two
approaches detailed below, which will also be used as the
starting point for the adaptation strategies defined later on.
Empirical risk minimization (ERM). The first model is
simply trained via standard ERM, i.e. optimizing a loss
(typically the pixel-level cross-entropy) using the annotated
training set. This is the simplest strategy one can adopt.
Domain randomization (DR). We apply DR [77], namely
we heavily randomize the appearance of the training sam-
ples – in order to reduce the chances that real-world ones
will be perceived as out-of-distribution. While we use sim-
ulated data, we do not assume access to the simulator dur-
ing training; hence, to randomize the training domain, we
rely on standard image transformations for data augmenta-
tion [84] (find more details in Supplementary Sec. B).

4.2. Naive adaptation (N)
In the family of methods presented in this section, when

the model processes a new frame x
t

i
, it always starts the

adaptation procedure from the pre-trained source model
M✓0 (ERM or DR). We focus on test-time adaptation [87],
self-training via pseudo-labels [42] and BN’s statistics
adaptation [70]. We use the suffix N- to indicate approaches
from this Naive adaptation family.
N-TENT. This method [87] adapts the BN’s parameters (the
re-scaling parameters � and �) by minimizing the average
entropy of the target predictions. Provided with an image
x
t

i
and a segmentation model M✓, the method optimizes

the following objective:

argmin
�,�

LH := �
X

p2x
t
i

CX

c

ŷ
p

i,c
log ŷp

i,c

where ŷ
p

i,c
is the prediction for class c of pixel p in image

x
t

i
. Given a fully differentiable model, we can optimize this

objective via backpropagation [66].
N-PL. Self-training via pseudo-labels (PL) – drawn from
the semi-supervised learning literature [42] – is often used
in DASIS [17, 46, 107]. The idea is to make predictions on
the target set (here the current image xt

i
), and then use these

predictions as ground truth to fine-tune the model.4

N-BN. This method [70] adapts the model’s BN statistics
by mixing mean and variance stored for each layer with the

4While solutions to select only confident pseudo-labels have been pro-
posed, here we use all pseudo-labels, leaving such studies for the future.

statistics of the current target sample x
t

i
:

µl := (1� ↵) · µl + ↵ · E{F l(xt

i
)}

�
2
l
:= (1� ↵) · �2 + ↵ · E

�
(F l(xt

i
)� E{F l(xt

i
)})2

 

where F
l(xt

i
) is the feature representation of the image x

t

i

at layer l in the network. Note that typically BN averages
across different channels and samples (batch). In our online
case, as we process a single image at the time, the new mean
µl and variance �2

l
are obtained by averaging only across

channels. The normalization is then carried out as:

\F l(xt

i
) = � · F

l(xt

i
)� µl

�
2
l

+ �.

N-ST. Image-to-image (I2I) translation is a popular ap-
proach for DASIS to render target images in a style that
resembles the source’s or vice-versa [19,52,63,73,92]. Yet,
these methods assume that source and target distributions
are known at train time, and an I2I module can be learned
offline – generally, jointly with the segmentation network.
On the other hand, single-image photorealistic Style Trans-
fer (ST) can be carried out via methods that modify a con-
tent image to mimic the high-level appearance of a style
image [4, 44, 51, 59, 98]. In our context, only this latter for-
mulation can be adopted – assuming the source data is avail-
able at deployment. We test the WCT-2 [98] single-image
ST algorithm5, by stylizing the current target image with the
style of (i) a random source image N-ST (random) or (ii)
the closest source image in the feature space N-ST (NN).

4.3. Continual adaptation (C)
In contrast to the methods that we refer to as Naive, here

models are adapted continuously – image by image – thus
they accumulate knowledge from the target domains over it-
erations. To formalize the difference with their Naive coun-
terparts, instead of adapting from M✓0 at each stage, Con-
tinual methods adapt to the frame xt

i
starting from the model

M✓i�1 – which was adapted to the previous frame x
t

i�1.
Vanilla continual learning. Some of the methods proposed
in the previous section (TENT, PL, BN) can be extended to
this scenario, without particular modifications apart from
the specific model the adaptation procedure starts from at
each step. We use the suffix C-, to indicate continual learn-
ing approaches (C-PL, C-TENT and C-BN). Note that C-
BN, which continuously adapts BN statistics, is an estab-
lished ODA method [53, 101].

As we will show in Sec. 5, vanilla continual learning ap-
proaches are prone to a severe vulnerability: if some classes
are not encountered for several frames (e.g. , a self-driving
car may not encounter pedestrians for a while), continuous

5We choose this method because it is relatively fast and performs well,
but any alternative style transfer method can potentially be adopted.
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adaptation might lead to deteriorated performance on such
classes if they are faced again. In extreme cases, the model
will stop predicting some classes altogether. This is a par-
ticular form of catastrophic forgetting [58], at the intersec-
tion between DASIS and continual/online learning. In the
following, we propose possible solutions to overcome it.
Regularizing with source data. We can regularize the cho-
sen adaptation method, by relying on source data X s to
maintain intact the patterns learned during pre-training. The
idea is to ensure that the adapted model maintains the per-
formance on the source domain – to avoid forgetting some
of its categories. We achieve this by randomly sampling a
small set of labeled source samples at each step and adding
the cross-entropy loss w.r.t. these source samples to the ob-
jective of the adaptation method at hand (e.g. , C-PL or C-
TENT). This is similar to episodic memory approaches in
continual learning [11]. We term the corresponding models
C-PL-SR and C-TENT-SR, respectively.
Adaptive reset strategies. We store in memory a copy of
the pre-trained model M✓0 . If at a generic step i the model
M✓i becomes brittle (for example, due to catastrophic for-
getting), we overwrite the parameters M✓i with M✓0 be-
fore adaptation. We formalize here a family of methods that
reset the model parameters whenever the model meets some
predefined conditions, defined as:

M✓i =

(
M✓0 , if  i >  ̂

M✓i�1 , otherwise
(1)

where  i is some metric we track and  ̂ is the correspond-
ing threshold for triggering the reset.

Designing  properly is crucial, since we would like to
only reset if the adapted model is performing worse than
the pre-trained one. We propose here two instances of this
method – (i) an oracle and (ii) a workable solution.

(i) Oracle. Assuming access to the ground truth, one can
reset whenever the adaptive model is performing worse than
the pre-trained one. Formally, given an operator Perf that
evaluates a model’s performance (here, the mIoU), we have
 i = Perf(M✓0)� Perf(M✓i�1) and  ̂ = 0. This oracle
implementation is there to validate the potential of the reset.
We will refer to this strategy as Oracle-R-PL or Oracle-R-
TENT, according to the adaptation algorithm used.

(ii) Discrepancy between predicted classes. We propose
to track the number of classes that M✓0 and M✓i�1 pre-
dict over different frames: if the latter consistently predicts
a reduced number of classes with respect to the former, we
assume that catastrophic forgetting has happened, and we
reset the continual model’s parameters. Formally, given
an operator NCl that outputs the number of categories pre-
dicted in a segmentation map, we have:

 i =
iX

j=i�K

NCl(M✓0(x
t

j
))�

iX

j=i�K

NCl(M✓i�1(x
t

j
)),

where K is the number of previous frames for which we
count the number of predicted classes. We refer to this
strategy as Class-R-PL or Class-R-TENT, according to the
adaptation algorithm used. This is a very simple strategy,
and more sophisticated reset strategies can be designed. Our
goal here is simply showcasing the effectiveness of this idea
in its simplest form; developing novel reset strategies is part
of our future research.

5. Experiments
This section compares the methods described in Sec. 4

on our OASIS benchmark. To recap, (i) we pre-train models
on GTA-5; (ii) we validate models and the hyper-parameters
of the adaptation strategies on learning episodes from SYN-
THIA6; (iii) we test the best methods on sequences from
ACDC, Cityscapes A.W. and Cityscapes O.
Experimental details. We use DeepLab-V2 [12] as SIS
network, implemented in PyTorch [60]. When running
TENT- or PL-based adaptation algorithms, we compute a
single training iteration7 per image. For what concerns the
evaluation metrics we rely on, we compute the mIoU for
each image encountered in each sequence, averaging over
the classes that are present in each frame – according to the
ground-truth. At the end of a sequence, we compute the
average mIoU across all the images of that sequence.
Main results and takeaways. We report in Table 1 the av-
erage results for each dataset, together with details about
computational and memory overheads with respect to the
non-adapted model (NA baseline). More concretely, we re-
port the average gain (in %) over the NA baseline and the
standard deviation computed over the different sequences.
All results were obtained with the hyper-parameters se-
lected on SYNTHIA, without any hyper-parameter tuning
on ACDC, Cityscapes A.W and Cityscapes O.

As a first general observation, we see that several meth-
ods carry statistically significant gains over the NA baseline
for SYNTHIA, ACDC and Cityscapes A.W. Importantly,
we can appreciate that methods that rank best on SYN-
THIA, in general also rank best on the test sets, showing
that the validation sequences of our benchmark allow val-
idating models and algorithms that transfer to real-world
sequences. This is a crucial point, because in practice we
cannot assume to be able to cross-validate the methods for
every new environment the models are deployed in.

A peculiar case is Cityscapes O.: here, excluding the
Oracle-R approach, none of the methods brings signifi-
cant improvements. This can be due to the fact that i) the
baseline model (DR "") is already strong (c.f. performance

6A comprehensive description of the different methods’ hyper-
parameters is provided in Supplementary Sec. B.

7While performing many iterations per frame may be computationally
costly for real systems, we evaluate this scenario in Supplementary Sec. C.
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Validation Test (Deploy)

No adapt. baseline (NA)
SYNTHIA
39.8 ±3.0

ACDC
33.6 ±2.5

Cityscapes A.W.
38.3 ±2.6

Cityscapes O.
45.2 ±1.0

Method Improvements Add. computation Add. memory

St
yl

e
tr

an
s. N-ST (random) +0.7% ±1.7 �7.4% ±2.6 +4.1% ±1.7 +0.4% ±0.8 ST optim. (++) Source set (++)

N-ST (NN) +0.7% ±1.7 �5.1% ±0.8 +2.9% ±1.1 +1.0% ±0.3 ST optim. & NN (+++) Source set (++)

N
ai

ve
ad

ap
t. N-BN +2.7% ±0.8 +2.4% ±0.6 +1.9% ±0.8 +1.2% ±0.1 BN stat. update (*) -

N-PL +3.5% ±1.0 +2.9%±0.6 +2.4% ±1.0 +1.4% ±0.2 O(trainsteps) (+) -

N-TENT +8.5% ±3.1 +4.9% ±2.0 +3.1% ±3.6 �1.2% ±0.7 O(trainsteps) (+) -

C
L

Va
ni

lla C-BN +6.1% ±3.7 +6.8% ±3.6 +7.7% ±4.3 �0.1% ±1.4 BN stat. update (*) -

C-PL �19.9% ±12.0 �11.7% ±8.1 �9.4% ±8.9 �17.4% ±3.2 O(trainsteps) (+) -

C-TENT +2.5% ±6.8 +2.7% ±6.7 +6.4% ±5.6 �0.9% ±1.2 O(trainsteps) (+) -

C
L

Sr
cR

eg C-PL-SR +4.9% ±3.9 +2.8%±2.9 +3.9% ±3.2 +0.5% ±0.5 O(trainsteps) (+) Source set (++)

C-TENT-SR +7.2% ±4.0 +5.8% ±3.7 +4.7% ±3.7 +0.2% ±0.5 O(trainsteps) (+) Source set (++)

C
L

R
es

et Class-R-PL +7.2% ±3.9 +8.2% ±3.4 +9.0% ±5.1 +0.0% ±1.4 O(trainsteps) (+) Backup net (+)

Class-R-TENT +8.3% ±4.2 +7.3% ±3.9 +9.1% ±4.9 +0.9% ±1.3 O(trainsteps) (+) Backup net (+)

C
L

O
ra

cl
e Oracle-R-PL +10.8% ±4.5 +11.6% ±3.8 +12.7% ±5.6 +2.9% ±1.4 O(trainsteps) (+) Backup net (+)

Oracle-R-TENT +11.4% ±4.4 +10.9% ±4.1 +12.2% ±5.9 +1.9% ±1.4 O(trainsteps) (+) Backup net (+)

Table 1. Results associated with SYNTHIA [65] ACDC [68], Cityscapes Original (O.) [20] and Cityscapes Artificial Weather (A.W.) [35, 67] sequences.
Hyper-parameters used for ACDC, Cityscapes O. and Cityscapes A.W. are the ones selected via SYNTHIA experiments. Results are reported as average
percentage improvements over the non-adapted baselines obtained with the pre-trained model M✓0 (see NA results, on top). For all experiments, we
use DR"" as pre-trained model. The final two columns provide insights about additional computations and additional memory requirements over the
NA baseline; the symbols (+)/(++)/(+++) provide qualitative orderings for the different methods (increasing overhead). *Updating BN statistics requires
neglectable computations. Bold numbers indicate best results for each dataset; different numbers per column are highlighted in case of comparable results.

Effect of pre-training w/ domain randomization (DR) on NA
Training SYNTHIA ACDC Cityscapes A.W. Cityscapes O.

ERM 35.9± 2.5 29.5± 2.5 35.6± 1.9 40.3± 0.9

DR" 34.3± 3.3 29.5± 2.4 36.2± 2.3 41.2± 1.0

DR"" 39.8± 3.0 33.6± 2.5 38.3± 2.6 45.2± 1.0

DR""" 31.9± 3.0 26.7± 2.3 33.2± 2.5 37.7± 1.1

Table 2. No adaptation (NA) results obtained by the pre-trained model
M✓0 , trained via standard ERM or DR, and applied to SYNTHIA [65],
ACDC [68], and Cityscapes [20] (Artificial Weather and Original) – in
mIoU. The " indicate the severity of randomization (image transforma-
tions) applied in each training batch (see Supplementary Sec. B.). Note
that we compute mIoU results per image, and compute the average at the
end (our own protocol): these results should not be compared with those
reported in standard DASIS [78].

across the different benchmarks in Table 2) and ii) there is
not much weather, lighting or even environment changes in
this dataset despite the fact that images have been acquired
in different cities (see examples in Supplementary Sec. A).

The rest of the section analyzes the methods we have
evaluated. We provide our main observations below:

Domain randomization improves the robustness of the
initial model. Table 2 compares the performance of SIS
models trained without data augmentation (ERM) vs. the
model trained with increasing level of domain randomiza-

tion (DR). We see that, if the randomization level is properly
selected on the validation set (SYNTHIA), the correspond-
ing best DR model (third row) not only significantly out-
performs ERM (first row) on all test datasets, but also the
models trained with the other randomization levels, show-
ing good generalization. Therefore, for all adaptation ex-
periments (Table 1) we use M✓0 corresponding to DR"".

It is of utmost importance to start from a strong initial
source model, i.e. we should use the best-performing NA
baseline. For instance, applying N-TENT to an ERM model
on ACDC leads to an average mIoU performance of 31.5,
lower than the one achieved with the NA(DR"") model. Us-
ing weak baselines can lead to misleading results, as also
shown by Gulrajani and Lopez-Paz [31] in the context of
domain generalization.

Single-image style transfer does not seem sufficient for
adaptation. While in general style transfer helps DA-
SIS both as a pre-processing [22, 45, 76] or learned jointly
with the segmentation on the whole dataset [16, 33, 54, 55],
single-image style transfer from source to target leads to
marginal improvements over the baselines in most of our
experiments, and significantly degrades performance on
ACDC. For what concerns the latter, we observed that ST
can still be effective when adapting to Night sequences,
probably due to the fact that the appearance change is dras-

19190



tic (Supplementary Sec. C).

Batch norm’s statistics adaptation generally helps. It
is known for DA [53] and for model robustness [70] that
adapting the BN statistics is a simple yet effective way to
improve model performance. This is also confirmed in our
case, as shown in Table 1, where BN adaptation always
brings improvements over the NA baseline – both when
applied independently frame-by-frame (N-BN) or in a cu-
mulative manner when adapting continuously (C-BN). In
Supplementary Sec. C, we provide further analyses on the
impact of mixing BN statistics at test-time [70].

Vanilla continual adaptation is not always a safe choice.
We compare Naive (N-PL/N-TENT) adaptation strategies
vs. their Continual counterparts (C-PL/C-TENT) in Table 1.
These results suggest that continual adaptation models may
be forgetting important visual features, resulting in de-
graded predictions over time (c.f. blue and orange curves
in Fig. 3). We further report qualitative evidence of catas-
trophic forgetting in Fig. 3 (top).

Using source regularization generally helps. Introducing
a regularization term (C-PL-SR/C-TENT-SR) mitigates the
degradation in performance that we witnessed in some set-
tings (after switching from Naive to Continual methods). If
we compare the methods with and without SR in Table 1,
we can observe that adding source regularization always
helps the C- methods (e.g. , C-PL-SR vs. C-PL). We fur-
ther report in Supplementary Sec. C qualitative evidences
supporting our claim that SR helps mitigating catastrophic
forgetting of important information – while learning contin-
uously.

Using reset methods generally helps. Comparing Class-
R- and Oracle-R- methods with their Naive (N-) and Con-
tinual (C-) counterparts in Table 1, we can appreciate how
models generally benefit from a reset strategy. As expected,
the oracle outperforms all other methods in every bench-
mark: while it is not necessarily an upper bound, it relies on
ground truth information, and hence has significant lever-
age over the other methods. The gap between Class-R- and
Oracle-R- serves as a motivation for future research in re-
set methods, i.e. different instances of Eq. (1). Furthermore,
note also that, while both source regularization and model
reset aim at overcoming catastrophic forgetting, in general
the latter provides stronger improvements. Being comple-
mentary methods, they could potentially be combined, yet
assessing this is out of scope here. Finally, Fig. 3 compares
performance over one ACDC sequence for N-PL, C-PL and
Class-R-PL (in orange, blue and green, respectively), show-
ing the catastrophic forgetting avoided with the reset strat-
egy introduced in Section 4.3.

0 200100 15050 250

m
Io

U 
[0

.0
-1

.0
]

0.1

0.2

0.3

0.4

0.5

0.6

0.0

C-PL
N-PL

Class-R-PL

Rain Night Snow Fog

Class-R-PLC-PL

Images processed (sequence steps)

N-PL

Figure 3. Naive vs. Continual vs. Reset. Performance evolution of
Naive, Vanilla continual, and Class-reset versions of PL (N-PL, C-PL and
Class-R-PL, in orange, blue and green, respectively) – for one ACDC [68]
sequence. In the plot, we see that learning continuously without precau-
tions results in sub-optimal performance, and that reset allows maintaining
a performance close to the naive counterpart in some parts of the sequence,
while significantly improving over it in others. Images on top provide a
qualitative comparison between predictions of the methods when process-
ing the reported image; C-PL has catastrophically forgotten the classes
sidewalk, pedestrian and pole (best viewed in color and zoomed in).

6. Concluding remarks
In this paper, we formalize the problem of adapting se-

mantic image segmentation models to constantly changing
environments. The resulting task better reflects the chal-
lenging conditions that a system typically faces when de-
ployed in the real world: it is exposed to a stream of unla-
belled samples whose underlying distribution is constantly
shifting. To study this specific problem, we introduce the
OASIS benchmark, which separates the validation step
from the deploy step, ensuring that only the best validated
model and strategy are evaluated on the test set.

Equipped with this benchmark, we borrow approaches
from related fields and extend some of them, to serve as di-
verse baselines for our task, and extensively analyze their
behaviors. The resulting observations allow us to provide
a first answer to the research questions raised in Sec 3.
(1) First, we observe that carefully choosing the right level
of domain randomization allows building more robust mod-
els that are resilient to the domain shift present in our test se-
quences, showing that the quality of pre-training should not
be neglected. (2-3) We compare naive approaches, which
adapt to each frame restarting from the pre-trained model,
with continual ones, that adapt continuously. Our experi-
ments show that the latter can lead to catastrophic forget-
ting. (4) As a first attempt to mitigate this issue, we propose
a reset strategy that carries promising results.

We believe that addressing the shortcomings of contin-
ual, unsupervised adaptation methods is a promising re-
search path – towards the deployment of machine learning
systems in the real world. We hope this benchmark will ease
the emergence of new research directions in this sense.
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tonio M. López. Domain Adaptation of Deformable Part-
Based Models. IEEE Transactions on Pattern Analysis and
Machine Intelligence (PAMI), 36(12):2367–2380, 2014. 3

[97] Yanchao Yang, Dong Lao, Ganesh Sundaramoorthi, and
Stefano Soatto. Phase Consistent Ecological Domain Adap-
tation. In IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2020. 1, 2

[98] Jaejun Yoo, Youngjung Uh, Sanghyuk Chun, Byeongkyu
Kang, and Jung-Woo Ha. Photorealistic style transfer via
wavelet transforms. In IEEE Conference on Computer Vi-
sion and Pattern Recognition (CVPR), 2019. 5, 19

[99] Xiangyu Yue, Yang Zhang, Sicheng Zhao, Alberto
Sangiovanni-Vincentelli, Kurt Keutzer, and Boqing
Gong. Domain Randomization and Pyramid Consistency:
Simulation-to-Real Generalization without Accessing
Target Domain Data. In IEEE International Conference on
Computer Vision (ICCV), 2019. 2, 4

[100] Yiheng Zhang, Zhaofan Qiu, Ting Yao, Chong-Wah Ngo,
Dong Liu, and Tao Mei. Transferring and Regularizing Pre-
diction for Semantic Segmentation. In IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), 2020. 2
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