This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

ElePose: Unsupervised 3D Human Pose Estimation by Predicting Camera
Elevation and Learning Normalizing Flows on 2D Poses

Bastian Wandt, James J. Little, and Helge Rhodin
University of British Columbia
{wandt, little, rhodin}@cs.ubc.ca

Abstract

Human pose estimation from single images is a challeng-
ing problem that is typically solved by supervised learn-
ing. Unfortunately, labeled training data does not yet ex-
ist for many human activities since 3D annotation requires
dedicated motion capture systems. Therefore, we propose
an unsupervised approach that learns to predict a 3D hu-
man pose from a single image while only being trained with
2D pose data, which can be crowd-sourced and is already
widely available. To this end, we estimate the 3D pose that
is most likely over random projections, with the likelihood
estimated using normalizing flows on 2D poses. While pre-
vious work requires strong priors on camera rotations in the
training data set, we learn the distribution of camera angles
which significantly improves the performance. Another part
of our contribution is to stabilize training with normalizing
flows on high-dimensional 3D pose data by first projecting
the 2D poses to a linear subspace. We outperform the state-
of-the-art unsupervised human pose estimation methods on
the benchmark datasets Human3.6M and MPI-INF-3DHP
in many metrics.

1. Introduction

Human pose estimation from single images is an on-
going research topic with many applications in medicine,
sports, and human-computer interaction. Tremendous im-
provements have been achieved in recent years via machine
learning. However, many recent approaches rely on a large
amount of data used to train a 3D pose estimator in a su-
pervised fashion. Unfortunately, such training data is hard
to record and rarely available for specialized domains. For
this reason, recent work focuses on reducing the amount
of labeled data by using weak supervision in the form of
unpaired 2D-3D examples, sparse supervision with a small
amount of labeled 3D data, or multi-view setups during
training. In contrast, we propose a method that is trained
only from 2D data, which is easy to annotate by clicking
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Figure 1. The elevation sampling for the creation of virtual views
performed by traditional methods and by our approach are shown
from left to right. The commonly used prior distribution of the ran-
domly sampled elevation angle leads to errors if it does not exactly
match the distribution in the training dataset. ElePose solves this
problem by learning this distribution and compensating for it be-
fore applying other transformations which significantly increases
the performance of our method.

visible keypoints in readily available images and thereby
alleviates the 3D labelling and multi-view capture steps re-
quired by weakly- and fully-supervised approaches.

Given observations of 2D human joints in monocular im-
agery, we train a neural network to recover the depth —the
missing third coordinate of the 3D human pose. With the
same goals, Chen et al. [4] and Yu et al. [63] train a 3D
pose estimator in an adversarial setting [11]. Their gener-
ator predicts a 3D pose that is randomly rotated and pro-
jected to a virtual camera which is fed into an adversarial
network over 'fake’ projected 3D poses and the ’real” 2D
pose distribution. The idea is that, for a correct 3D pose
prediction, the rotated and projected 2D pose should also
come from the distribution of 2D training poses. However,
the predicted 3D pose is rotated randomly over a fixed prior
distribution defined relative to the camera coordinate sys-
tem. It is a reasonable assumption when the camera is close
to parallel to the ground plane. However, even for small
elevation angles and even when modeling variation by sam-
pling from a predefined Gaussian distribution, this leads to
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random projections that cannot be found in the training data
as shown in Fig. 1.

We build upon this concept and improve the handling of
varying camera angles. Our core contribution is to train a
network that predicts the elevation for every 2D input. After
correcting for the predicted elevation, 3D reconstructions
are upright such that rotating around the y-coordinate cor-
responds to rotating around the up-direction and uniformly
sampling from all possible azimuth angles is meaningful as
human poses are generally symmetric around the direction
of gravity and the ground normal. While camera angles
have been estimated in supervised and weakly supervised
settings [13, 14, 19,56,57] we do it for the monocular case
and without supervision.

The approach of projecting to random virtual cameras re-
quires to know the distributions of camera poses. Tailored to
this, we propose a method for estimating the distribution of
elevation angles from multiple point estimates, which fur-
ther improves the performance of our model.

Another major change compared to previous work is that
we use normalizing flows to learn a prior distribution over
2D poses, which is subsequently used to infer the most
likely up-to-scale 3D pose. By contrast to GANs, which
at best give a surrogate to the likelihood of an outcome
with the discriminator response, our probabilistic formula-
tion via normalizing flows naturally gives a likelihood for a
predicted pose during inference time. Besides gaining a sig-
nificant improvement in accuracy and robustness over exist-
ing methods, our approach is also able to provide a measure
for its performance, which is very valuable information in
practical applications.

We overcome several technical challenges to make train-
ing and inference tractable. First, the bijectivity of nor-
malizing flows is a useful property, which enables them to
avoid mode collapse. However, their construction restricts
their input and output dimensions to be equal. For high-
dimensional data, such as human poses, this leads to non-
optimal convergence and an incomplete latent space. Sec-
ond, the normalizing flow is still an approximation to the
true pose distribution and can predict a high likelihood for
poses that are outside the training distribution. Optimiz-
ing the depth estimation network to produce 3D poses with
high likelihoods for their back projections causes conver-
gence to non-optimal solutions. To avoid this, we propose
to first project the 2D poses to a lower-dimensional space
given by a Principal Components Analysis (PCA) on the
training data. Additionally, we introduce a suitable prior
for the relative bone lengths in the human body to predict
anthropometrically valid 3D poses.

Ethics and general impact. Building such an unsuper-
vised approach for motion capture promises to be more
inclusive to people and activities that are not well repre-

sented in current motion capture datasets. Source code:
https://github.com/bastianwandt/ElePose.

Pose estimators could be abused for unwanted surveil-
lance and our method could be used for motion pattern anal-
ysis. However, we believe this risk is low since it does not
reconstruct any visual features.

2. Related Work

In this section we discuss recent 3D human pose estima-
tion approaches, structured by the different types of super-
vision, and put our approach in context.

Full Supervision. Supervised approaches rely on large
datasets that contain millions of images with correspond-
ing 3D pose annotations. Li et al. [25] were the first to
apply CNNs to regress a 3D pose from image input di-
rectly. They later improved their work [27] by a structured
learning framework. Others followed this image-to-3D ap-
proach [9,17,26,29,33,37,39,43,48,50-53,62,65]. Typi-
cally, these end-to-end approaches achieve exceptional per-
formance on similar image data. However, they struggle
to generalize to very different scenes. To avoid the depen-
dence on image data other approaches use a pretrained 2D
joint detector [2,10,31,32,35,38]. Martinez et al. [30] train
a neural network on 2D poses and corresponding 3D ground
truth. Due to its simplicity, it can be trained quickly for a
large number of epochs leading to high accuracy, and serves
as a baseline for many following approaches. While effec-
tive, the major downside of all supervised methods is that
they do not generalize well to images with unseen poses.

Weak Supervision. Weakly supervised approaches re-
quire only a small set of labeled 3D poses or unpaired 2D
and 3D poses. Several approaches assume unpaired 2D and
3D poses [0, 12,22,56, 58, 64] and leverage available mo-
tion capture data and combine it with unknown 2D data. To
allow for in-the-wild pose estimation of datasets where no
training data is available, a transfer learning approach is in-
troduced by Mehta et al. [31] which was later improved in
Mehta et al. [33] to achieve real-time performance. Other
work first learns an embedding of multi-view data which is
then used to train a 3D pose estimator with a sparse set of
labeled 3D poses. Rhodin et al. [45,46] use multi-view im-
ages and known camera positions to learn a 3D pose embed-
ding. Others [34,36,44,49] followed the same idea. Com-
pared to completely supervised approaches, these weakly
supervised methods generalize and transfer better to new
domains. However, they still struggle with poses that are
very different from the labeled training set.

Multi-view Supervision without 3D Data. Multi-view
approaches only use information from multiple cameras
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Figure 2. Overview of our approach. Given a normalized 2D input pose a lifting network predicts a depth for each joint coordinate which
gives a 3D pose. Additionally it predicts the camera elevation in a parallel path. This 3D pose is randomly rotated and projected to 2D.
The pretrained normalizing flow computes the negative log-likelihood which is used as a loss to train the lifting network.

without requiring any 3D data. Rochette et al. [47] achieve
similar performance as a comparable fully supervised ap-
proach. However, they use a large number of cameras from
different viewing angles, which limits the practical appli-
cability. Kocabas et al. [20] apply epipolar geometry to
2D poses from multiple views to compute a pseudo ground
truth which is then used to train the 3D lifting network.
Igbal et al. [16] train an end-to-end network that refines
the pre-trained 2D pose estimator during the self-supervised
training. Likewise, Wandt et al. [57] reconstruct 3D poses
in a canonical pose space that is consistent over all views.
While these multi-view approaches are a promising direc-
tion towards motion capture in the wild, they still require
multiple temporally synchronized cameras for training.

Unsupervised. This section covers work that does not
use any 3D data or additional views. Our work also falls
into this category. Drover et al. [8] propose an unsuper-
vised learning approach to monocular human pose estima-
tion. They randomly project an estimated 3D pose back to
2D. This 2D projection is then evaluated by a discriminator
following adversarial training approaches. However, they
create an artificial 2D dataset from known ground-truth 3D
poses. Chen et al. [4] extend [8] with a cycle consistency
loss that is computed by lifting the randomly projected 2D
pose to 3D and inversing the previously defined random
projection. In contrast to Drover et al. [8] they only use 2D
data given by the dataset. Yu et al. [63] build upon [4] and
introduce a learnable scaling factor for the input 2D poses.
None of them estimates the camera orientation and its dis-
tribution and we are also the first to apply normalizing flows
to this setting. Once trained, unsupervised methods do not
generalize better than supervised ones, but they can side-
step this problem by training on examples taken from the
target domain as no 3D labelling is required.

Normalizing Flow. Informally, a normalizing flow is a
tool to efficiently map distributions back and forth between
two spaces. It applies to probability density estimation,
which we use for the likelihood estimation of poses.

Let Z € RY be a known distribution (in our case a nor-
mal distribution) and g be an invertible function g(z) = x,
with x € R¥ as a vector representing the joints of a human
pose'. With the change of variables formula the probability
density function of x is computed as

of

det < 8x>
where f is the inverse of g and % is the Jacobian of f. That
means given an invertible function f the density of a 2D
pose x can be calculated by the product of the density of its
projection f(x) with the respective Jacobian determinant.
In our case f is the trainable neural network proposed in [7].
Details on the construction and training are given in the sup-
plemental document. Normalizing flows have been used to
learn prior distributions of 3D human poses [1,21,61,64] or
to model ambiguities during the lifting step [59]. However,
they aim to build a probabilistic 3D model of a skeleton and
therefore require 3D training data. To the best of our knowl-
edge, our approach is the first that uses normalizing flows
to learn the prior distribution of 2D input data to infer the
probability of a reconstructed 3D pose.

px(x) = pz(f(x)) : (D

3. Formulation

Our goal is to train a neural network that given a root-
centered 2D pose x € R2” recovers the 3D pose y € R3/
with J 3D joint positions. In our unsupervised setting, only
a dataset of 2D poses is available for training. The general

IThis could be either the 2D pose vector x or its image in the PCA
subspace.
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concept follows the assumptions of previous work in this
domain, i.e., we assume that a 3D pose is plausible when
viewing its 2D projections from multiple views. The diffi-
culty lies in finding a plausibility measure for these 2D pro-
jections without multi-view data. We propose to learn this
measure via normalizing flows. As a second major contri-
bution we learn the camera angle distribution instead of pre-
defining a dataset-dependent prior. This not only makes our
approach more flexible but also overcomes the problem of
wrongly rotated poses resulting in significant improvement
in performance. All parts of our pipeline are visualized in
Fig. 2 and explained in the following sections.

Lifting and Camera Model. Given 2D joint locations
x € R?*7, we introduce a lifting network that predicts for
every joint j the depth w; = d; + D as the offset d; to a
constant depth D. The full 3D pose is reconstructed based
on the perspective unprojection

yi = [u;w;, v;w;, w;l, 2

where u; and v; are the horizontal and vertical joint po-
sitions in the image. It inverts the perspective projection
operation

P(y;) = P(y™, v, 5] =y /5 v/ y§z>]&3
with [y§-x), yé-Y), y§z)} as the 3D position of joint j. To pre-
vent ambiguous reconstructions with negative depth, w; is
clipped to be larger than one. Following previous work
[4,63] the depth D is fixed to D = 10, as perspective effects
change little with depth, and each 2D pose y is normalized
by centering it at the root joint and dividing it by the mean
length of the vector from the root joint to the head joint.

Reprojection to Virtual Cameras. We motivate our ap-
proach from multi-view camera setups, where the depth can
be supervised by reprojection to the other views. Since no
multi-view data is available in an unsupervised setting we
assume a virtual second view. It requires rotating 3D poses
centered at their root joint with yo, = R[y;]*>*”, where
R € R3*3 is the rotation matrix from the original camera to
a virtual camera and [y the pose vector y; in the origi-
nal camera coordinate system reshaped to a matrix with one
of the J 3D joint positions in each column. Typically, the
rotation R is randomly sampled from a predefined distri-
bution R [4, 63]. However, in general, it is unknown and
different for every dataset. One of our core contributions is
to learn this distribution instead of predefining it which we
discuss in the following. Using the same perspective cam-
era model as for the lifting in Eq. 3 the 2D pose xo = P(y2)
is computed by moving the predicted 3D pose with the pre-
defined translation D and dividing each joint by its depth.

Reprojection Likelihood In a multi-view setting the re-
projection likelihood is typically a Gaussian with standard
deviation o, centered at the 2D projection xy of the 3D
pose y2 leading to a least squares loss when inferred using
maximum likelihood or MAP. Since multi-camera informa-
tion is not available in an unsupervised setting there exists
no corresponding 2D pose that can be matched to x5. While
previous work [4, 63] tries to learn the distribution of plau-
sible 2D poses with an adversarial approach we leverage
normalizing flows for learning the probability density func-
tion of the 2D poses in the training dataset. We define the
reprojection likelihood by computing the likelihood of the
latent variable z in the latent space of a normalizing flow
using Eq. 1. In contrast to [4, 63], this enables us to com-
pute a likelihood for each reconstructed 3D pose which is
very valuable information for downstream tasks.

In practice, we minimize the negative log-likelihood of
Eq. 1 which gives the normalizing flow loss

Lnr = —log(px(x)). “4)

Stabilized Normalizing Flows. We found that directly
training the normalizing flow on 2D poses leads to non-
optimal convergence during training of the lifting network.
We hypothesize that it is due to the high dimensionality of
the input data which leads to a sparse latent space of the nor-
malizing flow. That means the latent space contains poses
that are not in the original distribution of 2D poses, although
the normalizing flow assigns a high likelihood to them. To
mitigate this, instead of directly estimating the likelihood of
a 2D pose we propose to first project the 2D pose to a low
dimensional subspace. Our subspace is determined by prin-
cipal components analysis. The projection to the subspace
eliminates redundancies and noise from the data and, there-
fore, leads to a more stable training of the normalizing flow
and subsequently the lifting network.

Camera Distribution and Elevation. The predicted 3D
pose y is rotated to a virtual view by randomly sampling
R ~ R. To achieve a reasonable 2D projection of the
rotated 3D pose the distribution R needs to be defined
such that it matches the distribution of rotations present
in the training data set. In general, R is unknown in an
unsupervised setting. However, there are reasonable pri-
ors for camera setups based on natural human behaviour
while recording another human: 1) cameras are held hori-
zontally, 2) since gravity defines a clear up-direction, cam-
eras (or observed subjects) are mostly rotated around the
azimuth axis, and 3) similar activities are recorded with
similar but slightly varying elevation angles. In terms of
‘R these three points mean that 1) there is negligible rota-
tion around the optical axis, 2) a uniform prior over 360°
rotation around the azimuth axis is plausible, and 3) an
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unknown but restricted rotation around the elevation axis.
While the former two assumptions can be straightforwardly
modeled the latter is commonly approximated by sampling
the elevation angle from a uniform distribution in the in-
terval [—m/9,7/9] [4, 63]. Unfortunately, this can lead to
situations where a reconstructed person is strongly tilted to-
wards the camera as visualized in Fig. 1. This in turn re-
sults in backprojections that cannot be observed in the train-
ing set. As a major contribution in this paper we propose
to learn the distribution of the elevation angle R.. Since
each 2D pose can have a unique elevation angle the lift-
ing network is extended by a branch that predicts the ele-
vation angle. The resulting rotation matrix R, is used to
rotate the predicted 3D pose y to the direction of gravity
by RZ[y]?*”. This step alone already improves the predic-
tions since it compensates for the formerly ignored eleva-
tion and therefore the azimuth rotation is correctly applied
around the azimuth axis.

To further improve the results we additionally use the el-
evation predictions to predict the normal distribution of ele-
vation angles in the dataset by calculating the mean . and
standard deviation o, over all elevation angles in a batch
such that

p(Re) = N(Mw Ue)~ )
The rotation around the azimuth axis R,, is randomly sam-
pled from a uniform distribution in the interval [—, 7r]. To
rotate the pose back in elevation direction a rotation R. for
each sample in the batch is randomly sampled from the nor-
mal distribution N (g, o). To allow for backpropagation
through the sampling step we use the same reparametriza-
tion as for variational autoencoders, i.e.

Re ~ e + 0. N(0,1). (6)
The full rotation R can now be written as
R =R R,R.. (7

Our experiments show that our novel elevation angle es-
timation significantly improves results by approximately
15% in PA-MPJPE and more than 22% in MPJPE.

Skeleton likelihood. Human poses have several anthro-
pometric properties defined by the kinematic chain of
bones. Most of these properties, such as bone lengths and
joint angle limits, are unknown in an unsupervised setting.
However, relative bone lengths are nearly constant across
people [42]. For this reason, we calculate the relative bone
lengths by, for the k-th bone divided by the mean length of
all bones of a single pose. We use a Gaussian prior with
the mean at the pre-calculated relative bone length by,. The
density for the bone lengths prior is given by

K
(b1, b, - bk [by,ba, ., bc) = [ N (klbr, o3), (8)

k=1

where K is the number of bones. This forms a prior in
terms of 3D pose y and a likelihood, p(x1,d), of x; given
a depth d since a 3D pose is formed as a combination of
observation and latent variable. Practically, we define the
loss Lpone as the negative log-likelihood of Eq. 8. Note that
our formulation imposes a soft constraint but does not fix
bones to a predefined length.

Additional Losses. We additionally employ 3 losses sim-
ilar to [63], namely the 3D lifting loss L3 p, the deformation
loss Lge ¢, and the 2D reprojection loss L£op. Figure 2 visu-
alizes these three losses. Since the 3D pose y that produces
the 2D pose x3 is known the lifting network is applied again
to xo to obtain the lifted pose y2. We define the traditional
supervised Lo loss

L3p = [|y2 — y2ll2- 9

By rotating y» back to the original view we get a 3D pose
y1 = RTy, that should match y;. Yu et al. [63] showed
that instead of directly applying another Ly loss on these
two poses it is beneficial to consider the deformation be-
tween two poses at different time steps. Since we do not
assume any temporal data we define the same loss between
two samples of a batch that could come from different peo-
ple and sequences. For the poses y; and y; at batch position
a and b we define the time and pose independent deforma-
tion loss

~(a ~(b a b
Laes =3 =3 = v —y)a. 10)

Using the same perspective projection as before y; is pro-
jected to the 2D pose X = P(y1). This gives the 2D back
projection loss

Lop = [|x —x|l1. (1D

Since the combination of these three terms has proven to be
successful in [63] we summarize them as our basis loss

Lyase = L3p + Laer + Lap. (12)

Neural Network Structure. The lifting network is in-
spired by the MLP-based lifting network from Martinez et
al. [30] and consists of 3 residual blocks, each of which
contains 2 fully connected layers with 1024 neurons fol-
lowed by a leaky ReLU activation function. The input is
upscaled to a dimension of 1024 by a fully connected layer
followed by a leaky ReLU activation function. Downscal-
ing to the dimension of the depth is performed by another
fully connected layer without activation. The elevation an-
gle is predicted in a path parallel to the 3 residual blocks
of the depth estimation network that has identical architec-
ture. The normalizing flow consists of 8 coupling blocks.
Each sub-network that predicts the affine transformations s
and ¢ contains 2 fully connected layers with 1024 neurons
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and ReLU activation functions. Please see supplemental for
more details about normalizing flows.

Training Details. The normalizing flow is pretrained sep-
arately from the lifting network for 100 epochs with a batch
size of 256 samples. We use the Adam optimizer with an
initial learning rate of 10~% and a weight decay of 1075,
For the pretraining of the normalizing flow we divided the
learning rate by 10 after 10, 20, and 30 epochs.

The full loss function is

L= £NF + 5O£bone + »Cbase~ (13)

When training the lifting network we use an initial learning
rate of 2 - 10~* and an exponential scheduling with a de-
cay of 0.95 every epoch for a total number of 100 epochs.
Both, the pretraining of the normalizing flow and the train-
ing of the lifting network, take approximately 6 hours on an
NVIDIA P100 Pascal.

4. Experiments

We perform experiments on the well-known benchmark
datasets Human3.6M [15], MPI-INF-3DHP [3 1] and 3DPW
[55]. For the Human3.6M dataset, we follow standard pro-
tocols and evaluate on every 64th frame of the test set.

Metrics For the evaluation on Human3.6M we calcu-
late the mean per joint position error (MPJPE), i.e. the
mean Euclidean distance between the reconstructed and
the ground truth joint coordinates. Since an unsupervised
setting does not contain metric data we scale the recon-
structed 3D pose to match ground truth, commonly known
as N-MPIJPE [46]. The second common protocol first em-
ploys a Procrustes alignment (includes scaling) between the
poses before calculating the MPJPE, also known as PA-
MPIJPE. For 3DHP we report the Percentage of Correct Key-
points (PCK) and the corresponding area under curve, scale-
normalized as mentioned above, which we call N-PCK. It is
the percentage of predicted joints that are within a distance
of 150mm or lower to their corresponding ground truth
joint. Additionally, we evaluate the Correct Poses Score
(CPS) recently proposed by Wandt et al. [57]. Unlike the
PCK, the CPS classifies a pose as correct if all joints of the
pose are correctly estimated. To be independent of a thresh-
old value, the CPS calculates the area under the curve in a
range from Omm to 300mm.

4.1. Results in Controlled Conditions

To show the performance of our approach in a fair com-
parison to others, we start with using the 2D poses given
by the dataset. This allows for a fair comparison since it
does not rely on the performance of pretrained 2D detectors
that vary from method to method. Table 1 presents results

Table 1. Evaluation results for the Human3.6M dataset in mm.
The bottom section, labeled with unsupervised, shows comparable
unsupervised methods. Best results are marked in bold. Numbers
are taken from the respective papers. The star * indicates using a
scale prior from the dataset. The MPJPE for [30] is taken from
[63].

Supervision Method PA-MPJPE| N-MPJPE|
full Martinez [30] 37.1 45.5%
weak 3D interpreter [60] 88.6 -
AIGN [54] 79.0 -
RepNet [56] 38.2 50.9
Drover [8] 38.2 -
Kundu [22] 62.4 -
multi-view EpipolarPose [20] 47.9 54.9
Wandt [57] 514 65.9
unsupervised | Chen [4] 58.0 -
[4] reimplemented by [63] 46.0 -
Yu [63] (temporal) 42.0 85.3*
Ours 36.7 64.0

for the benchmark dataset Human3.6M with different types
of supervision. All shown results use the same 2D input
data. We outperform state-of-the-art [63] in unsupervised
pose estimation in PA-MPJPE by 12.6%. Notably, we even
slightly improve on the PA-MPJPE of the fully supervised
method of Martinez et al. [30]. We achieve comparable per-
formance to weakly supervised methods and approaches us-
ing multi-view supervision in the N-MPJPE metric. Note
that [63] uses a prior for the scale during training and there-
fore directly calculate the MPJPE. However, we outperform
them even when they apply the ground truth scale (PA-
MPJPE: 39.7) during training. For the Human3.6M dataset
we obtain a CPS of 196.1. Table 2 and Table 3 shows results
for the MPI-INF-3DHP and 3DPW (in Train-Test-mode)
datasets, respectively. On the 3DHP dataset, we only found
two other methods that use the 2D poses provided by the
dataset and on the 3DPW we found no comparable method.
To create training data for the 3DPW dataset we reprojected
the 3D skeletons to 2D. This step is necessary because of
the difference between the provided 2D and 3D data. Note
that for practical applications this step is not required. The
3DPW dataset is particularly challenging since its training
set comprises only data captured in-the-wild and addition-
ally it is much smaller compared to the other two datasets.
The results show that our approach performs well even in
challenging conditions. Furthermore, we evaluate the av-
erage distance of the predicted and ground truth elevation
angle which is 3.0° for Human3.6M and 0.4° for MPI-INF-
3DHP, respectively.

Figure 3 shows subjective results for both datasets. On
the left side are reconstructions with a low PA-MPJPE and
visually plausible 3D skeletons. Even poses that rarely oc-
cur in the training set are reconstructed correctly, e.g., sit-
ting on the floor with crossed legs. The right column shows
occasional failure cases, with a PA-MPJPE over 200mm.
Typical failure cases are: limbs are rotated in the wrong di-
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Figure 3. Subjective results of our method for the Human3.6M dataset (top row), the 3DHP dataset (middle two rows), and the 3DPW

dataset (last row). The last column shows failure cases.

Table 2. Evaluation results for the MPI-INF-3DHP dataset. The
bottom section, labeled with unsupervised, shows methods that
can solve our setting. Numbers are taken from [63]. A star *
indicates an unknown normalization.

Supervision Method PA-MPJPE| N-PCKT AUCT

weak Kundu [22] 93.9 84.6 60.8

unsupervised | Yu [63] - 86.2* 51.7*
Ours 54.0 86.0 50.1

Table 3. Evaluation results for the 3DPW dataset. Results with *
do not use ground truth input data.

Method PA-MPJPE|  N- MPJPEL N-| PCKT AUCT CPST
supervised Kocabas [19]* 532

Lin [28]* 45.6

Li [24]* 488

Kocabas [18]* 46.5 - - - -
unsupervised | Ours 64.1 93.0 81.5 51.5 120.3

rection (first and third row) and limb ordering (second and
fourth row).

4.2. Results in Practical Conditions

In practice, where only images are available, we use an
off-the-shelf 2D pose detector. To be directly comparable to
our closest competitor we use the same 2D detections pro-
duced by Cascaded Pyramid Networks [5] that are provided
by the authors of VideoPose3D [40,41]. Table 4 shows our

Table 4. Results for unsupervised methods of the Human3.6M
dataset when using 2D pose predictions. The star * indicates using
a scale prior from the dataset instead of applying normalization via
N-MPJPE at the inference stage.

PA-MPJPE|, N-MPJPE| CPSt
Kundu [22] 62.4 - -
Kundu [23] 63.8 - -
Chen [4] 68.0 - -
Yu [63] 52.3 92.4* -
Ours 50.2 74.4 165.3

results when testing on the predicted 2D poses. We outper-
form comparable unsupervised methods even though [3,63]
both use temporal information.

4.3. Correlation Between Predicted 3D Poses and
Likelihood of Projections

A benefit of our novel normalizing flow formulation is
that it can also be used during testing to evaluate the likeli-
hood of the predicted 3D poses. For practical applications,
this can be an important value to assess the reliability of
the predicted poses for downstream tasks. We apply the
normalizing flow to compute the negative log-likelihood of
predicted poses. For the reprojection log-likelihood we ran-
domly sample 100 rotations from the distribution learned
during the training stage which is then averaged over all
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Figure 4. PA-MPIJPE for different numbers of PCA bases. Be-
tween 22 and 30 PCA bases appears to be the ideal range.
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Figure 5. Correlation between the PA-MPJPE and the negative
log-likelihood assigned to a set of projections of the predicted 3D
pose. As desired, poses with a low 3D error have a low negative
log-likelihood and vice versa for high 3D errors. Errors are given
in millimeters.

Table 5. Ablation study with different loss terms on the Hu-
man3.6M dataset.

Configuration PA-MPJPE | MPJPE
base (ENF +L3D +Edef +L2D) 77.9 135.0
base + Lpone 48.1 83.8
base + Lpone + elevation 45.5 73.9
base + Lpone + PCA 43.1 83.8
Ours (base + Lpone + PCA + elevation) 36.7 64.0

rotations. The elevation distribution is estimated over the
whole training set. A box plot of the results is shown in
Fig. 5. We show bins in Smm steps from 20-120mm while
the 120mm bin includes 120mm and above. As expected,
in many cases, the likelihood correlates with the 3D recon-
struction error.

4.4. Ablation Studies

We perform several experiments with different configu-
rations of our approach on the Human3.6M dataset by train-

ing the lifting network with each of them separately. Addi-
tionally, we train the normalizing flow directly on the 2D
poses (i.e. no PCA). The results in Table 5 show that each
of our contributions is important to achieve the best per-
formance. Note that using the bone lengths prior together
with either PCA or elevation alone outperforms [4] and its
improved reimplementation by [63]. Without the PCA we
achieve an PA-MPJPE of 45.5mm which shows the impor-
tance of projecting to the PCA space before training the
normalizing flow. Adding our novel elevation prediction
improves the results by almost 15%.

Since the PCA is an important part of achieving an ac-
ceptable performance, we evaluate the impact of the num-
ber of PCA bases. Fig. 4 shows the results. Projecting to a
PCA space smaller than 15 bases removes important infor-
mation from the reprojected 2D poses and results in errors
above 100mm. For visualization purposes we only visual-
ize the error for more than 15 bases. The best performance
lies between 22 and 30 bases that cover between 99.6% and
99.9% of the variance in the training set. The increase at 31
bases shows that the normalizing flow struggles to learn the
probability density when the input dimension is too large.

5. Limitations

The only requirement for our approach is a set of 2D
annotations which can be obtained by crowd sourcing 2D
joint annotations. This is the main limitation. More specifi-
cally, our method requires similar poses seen from different
angles. While we compensate for one of these aspects, the
elevation angle, natural assumptions on the shape of the dis-
tribution of azimuth angles are hard or even impossible to
make. Additionally, poses that appear visually correct from
all angles can still be implausible in 3D space which is a
general problem in monocular human pose estimation. In
future work we plan to mitigate these problems by learning
3D pose priors and conditional distributions over full cam-
era rotations jointly.

6. Conclusion

We propose an unsupervised approach that learns to es-
timate a 3D human pose only from 2D annotations. While
previous approaches utilize a predefined prior on the cam-
era distribution of the training set we find that learning this
distribution significantly improves the results. Additionally,
we utilize normalizing flows to learn a 3D pose prior over
random projections of the 3D poses. Moreover, our formu-
lation allows us to calculate the likelihood of reconstructed
3D pose at test time which provides valuable information.
Since we observed that directly using the normalizing flow
as prior leads to unstable training of the lifting network we
additionally propose to first project the 2D poses to a low
dimensional subspace.
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