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Abstract

3D object detection is a crucial research topic in com-
puter vision, which usually uses 3D point clouds as input in
conventional setups. Recently, there is a trend of leverag-
ing multiple sources of input data, such as complementing
the 3D point cloud with 2D images that often have richer
color and fewer noises. However, due to the heterogeneous
geometrics of the 2D and 3D representations, it prevents
us from applying off-the-shelf neural networks to achieve
multimodal fusion. To that end, we propose Bridged Trans-
former (BrT), an end-to-end architecture for 3D object de-
tection. BrT is simple and effective, which learns to identify
3D and 2D object bounding boxes from both points and im-
age patches. A key element of BrT lies in the utilization
of object queries for bridging 3D and 2D spaces, which
unifies different sources of data representations in Trans-
former. We adopt a form of feature aggregation realized by
point-to-patch projections which further strengthen the in-
teraction between images and points. Moreover, BrT works
seamlessly for fusing the point cloud with multi-view im-
ages. We experimentally show that BrT surpasses state-of-
the-art methods on SUN RGB-D and ScanNetV2 datasets.

1. Introduction

3D object detection, which aims at identifying or locat-
ing objects in 3D scenes, is drawing increasing attention
and is acting as a fundamental task towards scene under-
standing. Many successful attempts [3,15,21,25] have been
made using point cloud data as input. These attempts in-
clude converting the points to regular format (e.g., 3D voxel
grids [32], polygon meshes [11], multi-views [29]), or using
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3D specific operators (e.g., symmetric functions [23], vot-
ing [21]) to design grouping strategies for points. In addi-
tion, since Transformers could be naturally permutation in-
variant and capable of capturing large-scale data interaction,
they are lately applied to 3D object detection and demon-
strate superior performance [15,19]. Besides handling point
cloud learning tasks, Transformers have swept across vari-
ous 2D tasks, e.g., image classification [6,14], object detec-
tion [2, 8, 39], and semantic segmentation [33, 37].

Deep multimodal learning by leveraging the advantage
of multiple modalities has shown its superiority on various
applications [1, 31]. Despite the success of Transformers in
2D or 3D single-modal object detection tasks, the attempt
of combining advantages from both point clouds and im-
ages remains scarce. For 3D learning tasks, the point cloud
provides essential geometrical cues, while the information
in rich color images can complement the point cloud by ful-
filling the missing color information and correcting noise
errors. As a result, the performance of 3D object detection
could be potentially improved by the involvement of 2D im-
ages. One intuitive method is to lift 3-dimensional RGB
vectors from images to extend the point features. A CNN-
based 3D detection model, imVoteNet [20], points out the
difficulty in migrating 2D/3D discrepancies by this intuitive
method, and instead, imVoteNet substitutes the RGB vec-
tors with image features extracted by a pre-trained 2D de-
tector. However, simultaneously relying on both the image
voting and point cloud voting assumptions in [20] could ac-
cumulate the intrinsic grouping errors as mentioned by [15].
To avoid the learning process of point clouds being im-
pacted by middle-level 2D/3D feature interaction, [20] com-
bines multimodal features over the first layer, which poten-
tially prevents the network from fully exploiting their se-
mantic interaction or migrating multimodal discrepancies.

In this work, we propose Bridged Transformer (BrT) – a
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simple and effective Transformer framework for 3D object
detection. BrT bridges the learning processes of images and
point clouds inside Transformer. This approach takes the
sampled points and image patches as input. To protect the
self-learning process of each modality, attentions between
point tokens and image patch tokens are blocked but bridged
by object queries throughout the Transformer layers. To
strengthen the interaction between images and points, BrT
is also equipped with powerful bridging designs from two
perspectives. Firstly, we leverage conditional object queries
for images and points that are aware of the learned proposal
points. Such design together with aligned positional em-
beddings tells Transformer that object quires of images and
points are aligned. Secondly, despite the perspective from
object queries, we perform point-to-patch projections to ex-
plicitly leverage the spatial relationships of both modalities.
BrT avoids the grouping errors due to its natural ability of
capturing long-range dependencies and global contextual
information, and instead of lifting image features to point
clouds at the beginning layer in [20], BrT allows the full
propagation of feature interaction in the whole network. As
an additional advantage, BrT can be extended to combine
point clouds with multi-view images.

We evaluate BrT on both SUN RGB-D and ScanNetV2
datasets, where respectively, BrT achieves remarkably 2.4%
and 2.2% improvements over state-of-the-art methods.

To summarize, the contributions of our work are:

• We propose BrT, a novel framework for 3D object de-
tection that bridges the learning processes of images
and point clouds inside Transformer.

• We propose to strengthen the interaction between im-
ages and points from two perspectives including condi-
tional object queries and the point-to-patch projection.

• BrT achieves the state-of-the-art on two benchmarks,
which demonstrates the superiority of our design and
also the potential in multi-view scenarios.

2. Related Work
3D detection with point cloud. There are unique chal-

lenges faced by the processing of point clouds using deep
neural networks (DNNs) [3, 15, 19, 21, 25, 36]. A detailed
discussion around this difference can be found in [9]. The
targets of object detection in 3D space are locating 3D
bounding boxes and recognizing the object classes. Vox-
elNet [38] proposes to divide a point cloud into equally
spaced 3D voxels, and then transforms the points in each
voxel into a unified feature representation. VoteNet [21]
reformulates Hough voting in the context of deep learn-
ing to generate better points for box proposals with group-
ing. Transformers are also adapted to become suitable for
handling 3D points. 3DTR [19] introduces an end-to-end

Transformer with non-parametric queries and Fourier posi-
tional embeddings. Group-Free [15] adopts the attention
mechanism to learn the point features, which potentially
retains the information of all points to avoid the errors of
previous grouping strategies. Voxel Transformer [17] effec-
tively captures the long-range relationships between voxels.

3D detection with multimodal data. There are a few
works that use deep networks to combine point clouds and
images. MV3D [4] proposes an element-wise fusion of rep-
resentations from different domains, based on the rigid as-
sumption that all objects are on the same spatial plane and
can be pinpointed solely from a top-down view of the point
cloud. PointFusion [34] concatenates point cloud features
and image features at two different levels to learn their inter-
action, which could not guarantee the alignment of features.
ImVoteNet [20] lifts crafted semantic and texture features to
the 3D seed points for fusion. However, ImVoteNet is still
negatively affected by the errors of grouping and combin-
ing features only at the beginning layer, leading to highly
restricted feature interaction. Different from the aforemen-
tioned methods, our BrT fully exploits the feature inter-
action for images and points with additional bridging pro-
cesses to strengthen the interaction.

Transformer for 2D detection. Recently, Transformer
achieves the cutting edge performance in computer vision
tasks [2, 6, 8, 14, 18, 35, 39]. For 2D object detection based
on images, DETR [2] enables the Transformer to learn re-
lations of the objects and the global image context to di-
rectly output the final set of predictions; and it also removes
the need for non-maximum suppression and anchor genera-
tion. With the help of pre-training, YOLOS [8] proposes a
pure sequence-to-sequence approach that achieves compet-
itive performance for object detection; hence it also tackles
the transferability of Transformer from image recognition to
object detection. Deformable DETR [39] is an efficient and
fast-converging model with attention modules only paying
attention to a small set of tokens instead of the whole con-
texts. Conditional DETR [18] learns a conditional spatial
query aiming to accelerate the training process.

3. Method

In this section, we propose Bridged Transformer (BrT)
for 3D object detection with both vision and point cloud as
input. We describe the overall structure of BrT in Sec. 3.1,
followed by the design of building blocks in Sec. 3.2. We
consider two aspects to bridge the learning processes of vi-
sion and point cloud in Sec. 3.3 and Sec. 3.4, respectively.

3.1. Overall architecture

An overall architecture of our BrT is depicted in Fig. 1.
Suppose we are given N × 3 points representing the 3D co-
ordinates, and an H×W ×3 image. Here, N is the number
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Figure 1. Overall architecture of our Bridged Transformer (BrT) for 3D object detection based on point clouds and single-view/multi-view
images. For each image view, we annotate its corresponding region on the point cloud for better readability.

of points; H and W are the height and width of the im-
age respectively. For simplicity, we first analyze one image
per scene since it matches the common scenario where the
camera sensors capture (depth) points and RGB at the same
time. Yet our method can be extended to handle multiple
images per scene with different views, at one’s disposal, as
described in Sec. 3.5 and evaluated by our experiments.

Before feeding the point cloud data to the first Trans-
former stage1, we process the data with the method adopted
in [21]. Specifically, we first sample Npnt × (3 + F ) “seed
points” from a total of N0 × 3 points, using PointNet++.
Note that Npnt denotes the number of sampled points; The
positive integers 3 and F represent the dimension of the 3D
Euclidean coordinate and point feature, respectively.

For processing the image data, we follow some success-
ful practices from vision Transformers. Concretely, each
image is evenly partitioned into Npat patches before em-
bedded by a multi-layer perception (MLP). Together with
the embedded images patches, the learned object queries
are sent to the model, generating output embeddings that
are used to predict box coordinates and class labels.

Moreover, we adopt 2K learnable object queries, among
which K queries for points and K for image patches. In
summary, we have Npnt+Npat basic tokens and 2K object
queries tokens. Suppose the hidden dimension is D, The
token features fed to the l-th (l = 1, . . . , L) Transformer
stage contains point tokens pl

pnt ∈ RNpnt×D, patch tokens
pl
pat ∈ RNpat×D, object queries for points ol

pnt ∈ RK×D,
and object queries for patches ol

pat ∈ RK×D.
When given camera intrinsic and extrinsic parameters,

1Here, each stage contains a multi-head self-attention, an MLP, and two
layer normalizations.

each 3D point could be projected to the camera plane, which
builds the relation between 3D coordinates and 2D image
pixels. We define the projection operator proj : R3 → R2

indicating the projection process from a 3D point coordinate
k = [x, y, z]⊤ to a 2D pixel coordinate proj(k) = [u, v]⊤

on the corresponding image, and there is

proj(k) = Π

 1
4 0 0
0 1

4 0
0 0 1

KRt


x
y
z
1

 , (1)

where K and Rt are the intrinsic and extrinsic matrices,
and Π is a perspective mapping.

BrT has 2K outputs which correspond to the 2K input
object queries. An MLP is applied to the first K outputs
for predicting the coordinates of 3D boxes and their class
labels. For the rest of the K outputs, we use a different MLP
to predict the 2D coordinates of the bounding boxes and
their associated classes. It is worth mentioning that we do
not need extra labels for 2D box coordinates, since they are
obtained by first projecting the labels of 3D box coordinates
to the 2D camera plane following Eq. (1), and then taking
the axis-aligned 2D bounding boxes of projected shapes.

The optimization of BrT concerns minimizing a com-
pound loss function that contains two parts: a repression
loss for locating bounding boxes, and a classification loss
for predicting the class of the associated box. The regres-
sion loss contains two components: L3D

obj and L2D
obj for 3D

and 2D cases respectively. Likewise, for classification loss,
there are also a 3D component L3D

cls and a 2D component
L2D
cls . As such, the overall loss function is formulated as

L = L3D
obj + α1L3D

cls + α2L2D
obj + α3L2D

cls , (2)
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where α1, α2 and α3 are three parameters weighting relative
importance between these losses. In practice, L3D

obj, L2D
obj or

L3D
cls further consists of two sub-terms. These details will be

provided in Sec. 4.1.

3.2. Transformer building block of BrT

The multi-head attention (MSA) acts as the fundamental
building block of the Transformer architecture, which has
three sets of input: query set, key set, and value set. Given
a query set {qi} and a common element set {pk} of key
set and value set, the output feature of MSA of each query
element is the aggregation of the values that weighted by
linear projections, formulated as:

Att
(
qi, {pk}

)
=

H∑
h=1

Wh

( K∑
k=1

Ah
i,k · Vhpk

)
, (3)

where h indexes over H attention heads; Wh and Vh are
weights for the output projection and the value projection,
respectively. Ah

i,k is the attention weight which is computed
as

Ah
i,k =

exp
[
(Qhqi)

⊤(Uhpk)
]∑K

k=1 exp
[
(Qhqi)⊤(Uhpk)

] , (4)

where Qh and Uh indicate the query projection weight and
the key projection weight, respectively.

As shown in Fig. 1, during training, the BrT Trans-
former module prohibits the attentions between pl

pnt and
pl
pat. Therefore, these tokens are only directly attentive to

pl+1
pnt,i = Att

(
pl
pnt,i, {ol

pnt,j , p
l
pnt,j}

)
,

pl+1
pat,i = Att

(
pl
pat,i, {ol

pat,j , p
l
pat,j}

)
, (5)

where subscript i and j denote token indexes. Here, cal-
culating the attention scores based on tokens in the given
scope yet leaving other tokens unattended can be achieved
by applying zero masks on the attention.

Although we block the attentions between pl
pnt and pl

pat

in the Transformer modules, we choose to explicitly con-
nect them again by adopting the point-to-patch projection,
which will be established in Sec. 3.4. Instead of allowing
global attention in Transformer, we believe that the large
discrepancy of coordinates essentially encourages a form of
explicit 3D-2D interaction. We verify this assumption ex-
perimentally in Sec. 4.4.

In addition, ol
pnt and ol

pat have additional functions to
further bridge the gap between 3D and 2D coordinates,
which will be further detailed in Sec. 3.3. To this end, object
queries ol

pnt and ol
pat are attentive to all tokens,

ol+1
pnt,i = Att

(
ol
pnt,i, {ol

pnt,j , o
l
pat,j , p

l
pnt,j , p

l
pat,j}

)
,

ol+1
pat,i = Att

(
ol
pat,i, {ol

pnt,j , o
l
pat,j , p

l
pnt,j , p

l
pat,j}

)
.

(6)

3.3. Bridge by conditional object queries

The Euclidean coordinates of the 3D point cloud may
vary dramatically from the camera plane coordinates of 2D
image pixels, since they belong to different spaces. As a
result, it may be hard for Transformer-based model to learn
their relationships even after numerical normalization. In
this part, we propose to leverage object queries to bridge the
3D and 2D spaces. Specifically, we adopt conditional object
queries which are aware of both the 3D and 2D coordinates.

For Transformer-based object detection models, object
queries are observed to probably specialize on certain ar-
eas and box sizes during the training process, even they are
generated by random initialization [2]. Inspired by this, we
assume that hidden features of object queries w.r.t points
and images could be potentially aligned inside the Trans-
former. Hence instead of using randomly generated object
queries, we adopt conditional object queries to boost the
prediction learning process based on the object query align-
ment of points and images.

To align object queries of points and image patches, we
first sample K points as proposals from the Npnt points
with kNN search, and denote the 3D coordinates and fea-
tures of these K points as kpnt ∈ RK×3 and fpnt ∈ RK×F ,
respectively. We then learn the 3D coordinates of proposals,
denoted as k′

pnt ∈ RK×3, by adding kpnt with additional
learned biases based on fpnt. The object queries for points
o1
pnt are conditioned on the k′

pnt. Formally, there is

k′
pnt = kpnt + MLP(fpnt), (7)

o1
pnt = MLP(k′

pnt) +PE, (8)

where PE ∈ RK×D is the randomly initialized positional
embeddings.

Regarding the object queries of image patches o1
pat, we

project k′
pnt to the corresponding image and obtain the 2D

coordinates of projected pixels, denoted as proj(k′
pnt) ∈

RK×2 where proj indicates projecting points to the image
according to the per-point projection in Eq. (1). The object
queries for image patches are conditionally obtained by

o1
pat = MLP

(
proj(k′

pnt)
)
+PE, (9)

where PE is the same positional embeddings as in Eq. (8).
Sharing positional embeddings intuitively tells the Trans-
former that both object queries o1

pnt and o1
pat are aligned.

Up till here, we improve the designs of object queries
to bridge the representation spaces of 3D point clouds and
2D images. Such design is described by Eq. (6), Eq. (8),
and Eq. (9), which actually embody two perspectives: the
attentive connections and the alignment of 3D and 2D ob-
ject queries using a shared PE. Ablation studies in Sec. 4.4
verify the effectiveness of both components we propose.
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3.4. Bridge by point-to-patch projection

Apart from bridging point tokens pl
pnt and patch tokens

pl
pat with object queries, we further strengthen their rela-

tions by adding intrinsic point-to-patch projection. Denot-
ing the 3D coordinates of Npnt sampled points as npnt ∈
RNpnt×3, we project npnt to the corresponding camera
plane and obtain Npnt 2D pixel coordinates that are denoted
with proj(npnt) ∈ RNpnt×2. With proj already defined in
Eq. (9), we can let un and vn be the x-axis value and the y-
axis value respectively of the n-th element of proj(npnt),
where n = 1, 2, · · · , Npnt. If un and vn respectively sat-
isfy restrictions 1 ≤ un ≤ H and 1 ≤ vn ≤ W , then
such a 2D coordinate could reside in the input image of size
H × W × 3. Rounding un and vn to the nearest integers
obtains the valid coordinates indicating certain image pix-
els. It is now easy to obtain the corresponding image patch
index with

pn =
⌊
⌊vn⌋/S

⌋
×
⌊
W/S

⌋
+
⌊
⌊un⌋/S

⌋
, (10)

where ⌊·⌋ is the rounding operator; pn ∈ {1, 2, . . . , Npat}
is the corresponding patch index for the n-th point; S de-
notes the image patch size. Our point-to-patch projection
aggregates features for both points and image patches by

pl
pnt,n = pl

pnt,n + MLP
(
pl
pat,pn

)
, (11)

where subscripts n and pn indicate indexes of token features
pl
pnt and pl

pat, respectively.

3.5. Extend to multiple-view scenarios

It is challenging to directly extend current point-only
or point-image methods to detect from the point cloud
and multi-view images, which is nevertheless a common
real-life situation of data organization. For example, [20]
avoided using the ScanNetV2 dataset which contains rich
multi-view images, probably due to the difficulty in com-
bining the point cloud and each view.

Fortunately, with few bells and whistles, our proposed
BrT has a natural advantage in combining the point cloud
with multi-view images, where both point-image interac-
tion and the interaction of multi-view images can be uti-
lized to further improve performance. As shown in Fig. 1,
when there are different views of input images for one sin-
gle scene, we concatenate these images along the width-side
and obtain a wide image. The following processes are the
same with the single-view condition. Since for the multi-
view images, each view usually contains fewer objects, we
expect the number of object queries K can still handle all
the objects. Our current design mainly aims to bridge be-
tween each view and the point cloud, yet it does not ex-
ploit the relations among different views with explicit pro-
jections, which is left to be our future work.

4. Experiments
Our experiments are conducted on the challenging SUN

RGB-D [27] and ScanNetV2 [5] datasets. We first detail
the settings for datasets and implementations in Sec. 4.1.
Then, we quantitatively compare our BrT with the state-of-
the-art methods in Sec. 4.2; and we present and discuss the
qualitative results in Sec. 4.3. Finally, we perform analyti-
cal experiments in Sec. 4.4 to verify the advantage of each
component in BrT. More details of network architectures
and visualizations are provided in our Appendix.

4.1. Datasets and implementation details

Datasets. SUN RGB-D [27] is a single-view RGB-D
dataset for 3D scene understanding. It consists of 10,335
RGB-D images annotated with amodal oriented 3D bound-
ing boxes for 37 object categories, alongside corresponding
camera poses. The training and validation splits are com-
posed of 5,285 and 5,050 frames respectively. We convert
depth images to point clouds using the provided camera pa-
rameters, and adopt a standard evaluation protocol to report
performance on the 10 most common categories [15,20,21].

ScanNetV2 [5] is a richly annotated dataset of 3D recon-
structed meshes of indoor scenes. It contains 1,513 scans
covering more than 700 unique indoor scenes, out of which
1,201 scans belong to the training split, and the rest 312
scans comprise the validation subset. ScanNetV2 contains
over 2.5 million images with camera poses, and their corre-
sponding reconstructed point clouds with 3D semantic an-
notation for 18 object categories. Compared to single-view
scans in SUN RGB-D, scenes in ScanNetV2 are more com-
plete and cover larger areas with multiple views. In our
experiments, we adopt the sample dataset from ScanNetV2
containing 25,000 frames (scannet frames 25k) which are
sampled with 100 interval frames from the whole dataset.

Implementation details. Following the common suc-
cessful practice in [15, 21], we adopt PointNet++ [24] as
the point cloud backbone. The backbone has four set ab-
straction layers where the input point cloud is sub-sampled
to 2,048, 1,024, 512, and 256 points with the increasing re-
ceptive radius of 0.2, 0.4, 0.8, and 1.2, respectively. There
are two feature propagation layers which successively up-
sample the points to 512 and 1,024, i.e. Npnt=1,024.

The point cloud is augmented following [21] that em-
ploys random flipping, random rotation between −5◦ and
5◦, and random scaling with a factor from 0.9× to 1.1×.
We use 20k and 50k points as input for each point cloud
on SUN RGB-D and ScanNetV2 datasets, respectively. For
ScanNetV2, we use depths to filter out the projected 3D
points which should be occluded, but visible due to the
sparsity of the point cloud. Since ScanNetV2 does not
provide the oriented bounding box annotation, we predict
axis-aligned bounding boxes without the rotation angle, as
in [15, 21].
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Method RGB bathtub bed bookshf chair desk dresser nightstd sofa table toilet mAP@0.25 mAP@0.5

VoteNet [21] ✗ 75.5 85.6 31.9 77.4 24.8 27.9 58.6 67.4 51.1 90.5 59.1 35.8
MLCVNet [25] ✗ 79.2 85.8 31.9 75.8 26.5 31.3 61.5 66.3 50.4 89.1 59.8 -
HGNet [3] ✗ 78.0 84.5 35.7 75.2 34.3 37.6 61.7 65.7 51.6 91.1 61.6 -
H3DNet [36] ✗ 73.8 85.6 31.0 76.7 29.6 33.4 65.5 66.5 50.8 88.2 60.1 39.0
Group-Free [15] ✗ 80.0 87.8 32.5 79.4 32.6 36.0 66.7 70.0 53.8 91.1 63.0 45.2

+3-dim RGB ✓ 77.1 87.2 31.2 76.5 30.8 36.2 66.3 68.1 53.0 90.7 61.7 42.0
+Faster R-CNN ✓ 78.0 87.4 34.3 77.2 32.8 36.5 67.0 68.8 53.2 91.6 62.7 44.2
+YOLOS ✓ 80.6 87.5 35.0 78.5 32.2 37.3 66.7 69.3 54.4 92.1 63.4 45.7

DSS [28] ✓ 44.2 78.8 11.9 61.2 20.5 6.4 15.4 53.5 50.3 78.9 42.1 -
2D-driven [12] ✓ 43.5 64.5 31.4 48.3 27.9 25.9 41.9 50.4 37.0 80.4 45.1 -
PointFusion [34] ✓ 37.3 68.6 37.7 55.1 17.2 23.9 32.3 53.8 31.0 83.8 45.4 -
F-PointNet [22] ✓ 43.3 81.1 33.3 64.2 24.7 32.0 58.1 61.1 51.1 90.9 54.0 -
imVoteNet [20] ✓ 75.9 87.6 41.3 76.7 28.7 41.4 69.9 70.7 51.1 90.5 63.4 -
Our BrT ✓ 82.8 88.0 40.5 79.7 33.4 40.6 67.4 71.1 55.7 93.5 65.4 48.1

Table 1. 3D object detection results on the SUN RGB-D validation set. Evaluation metrics include the average precisions with 3D IoU
threshold 0.25 (mAP@0.25) and threshold 0.5 (mAP@0.5), respectively, as proposed by [27]. Single-class metric adopts mAP@0.25 for
evaluation. All listed methods adopt the geometric information (depth or point cloud), and a part of them additionally utilize RGB as input.

For default experiments, model parameters are initial-
ized to weights of ViT-S/16, pre-trained on ImageNet-1k.
Yet, the MLP heads for classification and bounding box re-
gression and object queries are generated by Eq. (8) and
Eq. (9). We set the hidden size to 384, the layer depth to 12,
the patch size to 16, and the number of attention heads to 6.
Images are resized to 530 × 730 , with Npat=⌊530/16⌋ ×
⌊730/16⌋=1,485. Besides, there is K=256.

For the SUN RGB-D dataset, we include an additional
orientation prediction branch to predict the orientation of
the 3D box, which additionally includes a classification task
and an offset regression task with loss weights of 0.1 and
0.04, respectively following [15].

We train BrT with the AdamW [16] optimizer (β1=0.9,
β2=0.999) with 600 epochs. The learning rate is initialized
to 0.004 and decayed by 0.1× at the 420-th epoch, the 480-
th epoch, and the 540-th epoch. We set the loss weights in
Eq. (2) to α1 = 0.2, α2 = 0.5 and α3 = 0.1. Follow-
ing [15, 21], L3D

obj consists of a center offset sub-loss and a
size offset sub-loss with weights 1.0 and 0.1, respectively;
L3D
cls consists of an object classification sub-loss and a size

classification sub-loss with equal weights 1.0. In addition,
following [8], L2D

obj consists of a center offset sub-loss and
a GIoU sub-loss with weights 1.0 and 2.0, respectively.

4.2. Comparison with state-of-the-art methods

In this section, we compare our BrT with state-of-the-
art methods (including using RGB-depth, RGB-point cloud,
or point cloud only) for 3D object detection on both SUN
RGB-D and ScanNetV2 datasets.

Results on SUN RGB-D. In Table 1, we provide de-
tailed per-class 3D object detection results on SUN RGB-
D. We observe that our BrT achieves new records which
are remarkably superior to previous methods in terms of
mAP@0.25 and mAP@0.5. Specifically, BrT surpasses
Group-Free [15], which is a Transformer-based model with
only point clouds as input, by 2.3% (mAP@0.25) and 2.9%

(mAP@0.5); and surpasses imVoteNet [20], which is the
current best CNN-based model also using RGB, by 1.9%
(mAP@0.25). Note that Group-Free adopts a multi-stage
ensemble over all Transformer stages to boost the perfor-
mance, while our BrT uses one output for evaluation.

Since Group-Free [15] achieves the best performance
among the methods that only use the geometric information,
we experiment with three additional Group-Free variants:
(1) “+3-dim RGB” directly appends the the 3-dimensional
RGB values to the point cloud features (of the seed points
sampled by PointNet++); (2) “+Faster R-CNN” adopts a
pre-trained Faster R-CNN [26] (same model used in [20]), a
CNN-based 2D detector, to extract region features and con-
catenate them to the seed points inside that 2D box frus-
tum; (3) “+YOLOS” adopts a pre-trained YOLOS [8] (with
DeiT-S [30] model), a Transformer-based 2D detector, to
extract image patch features and project them by our bridg-
ing method in Sec. 3.4.

Results of these three variants (with RGB) are also pro-
vided in Table 1, where only “+YOLOS” achieved marginal
grain. This result indicates that intuitive integration of RGB
information is difficult to boost the performance. Besides,
simply appending 3-dimensional RGB to the point features
even impacts the performance, which we conjecture is ow-
ing to the discrepancy of 2D/3D representations. By com-
parison, our BrT is notably better than these three variants.

Results on ScanNetV2. Table 2 provides performance
comparison on ScanNetv2. Similarly, we also conduct three
additional experiments including “+3-dim RGB”, “+Faster
R-CNN”, and “+YOLOS” as competitive baselines based
on the state-of-the-art method Group-Free (24-L) [15]. We
observe that these three experiments also fail to bring no-
ticeable improvements. We experiment with two architec-
tures for our BrT which adopt the structural designs of ViT-
S/16 and ViT-B/16, respectively. The light architecture BrT
(ViT-S/16) already surpasses all compared methods. BrT
(ViT-B/16) further obtains an additional gain of 1.6 mAP.
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          2D detection of our BrT 3D detection of our BrT 3D detection of Group-Free Ground truth

Figure 2. Visualization comparisons to show the advantage of using image information. We compare our BrT with Group-Free [15] which
adopts the point cloud as input. First row: Our BrT detects nightstand even the points are very sparse with the help of image detection.
Second row: Group-Free is affected by the noises and detects a false positive chair, while our BrT is not affected.

Method Backbone RGB mAP@0.25 mAP@0.5
VoteNet [21] PointNet++ ✗ 62.9 39.9
MLCVNet [25] PointNet++ ✗ 64.5 41.4
H3DNet [36] PointNet++ ✗ 64.4 43.4
H3DNet [36] 4×PointNet++ ✗ 67.2 48.1
HGNet [3] GU-net ✗ 61.3 34.4
GSDN [10] MinkNet ✗ 62.8 34.8
3D-MPA [7] MinkNet ✗ 64.2 49.2
Group-Free [15] (12-L) PointNet++ ✗ 67.3 48.9
Group-Free [15] (24-L) PointNet++w2× ✗ 69.1 52.8

+3-dim RGB PointNet++w2× ✓ 67.8 51.0
+Faster R-CNN PointNet++w2× ✓ 68.7 52.2
+YOLOS PointNet++w2× ✓ 69.2 52.6

Our BrT (ViT-S/16) PointNet++ ✓ 69.7 53.0
Our BrT (ViT-B/16) PointNet++w2× ✓ 71.3 55.2

Table 2. 3D object detection results on the ScanNetV2 valida-
tion set. All listed methods adopt the geometric information from
point clouds. L denotes the number of self/cross-attention layers.
PointNet++w2× expands the backbone width by 2 times.

4.3. Qualitative results and discussion

In Fig. 2, we compare the state-of-the-art method Group-
Free [15] (with only point cloud input) with our BrT (with
additionally image input). We observe that with the help
of image clues, our BrT identifies the nightstand which is
partially behind the bed acquiring few points, while Group-
Free fails to detect it. In addition, in the second case, Group-
Free detects a false positive chair due to the point noises,
and our BrT seems to be robust to point noises thanks to
the image information. We provide more visualizations on
ScanNetv2 with multi-view images in our Appendix.

To highlight the advantage of our bridging techniques
proposed in Sec. 3.3 and Sec. 3.4. In Fig. 3, we illustrate
visualization comparisons without or with 3D&2D bridg-

Ground truth

Our Bridged Transformer (BrT) 

2D object detection 3D object detection

Separate Transformers

Figure 3. Visualization comparisons of using separate Transform-
ers and our BrT. In the first row, some less obvious objects are
missing (one of the occluded 2D chairs, and also the table/chair
with sparse 3D points) which are highlighted with red circles. Our
BrT successfully captures these difficult objects.

ing. Specifically, in the first row, we adopt two separate
Transformers to learn 2D objects and 3D objects respec-
tively, where the learning processes of both Transformers
are isolated without any bridging techniques. Highlighted
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Conditional
object queries

Shared PEs of
object queries

point-to-patch
projection mAP@0.25 mAP@0.5

✗ ✗ ✗ 62.6 44.3
✓ ✗ ✗ 62.9 44.7
✗ ✓ ✗ 62.4 44.0
✓ ✓ ✗ 63.5 45.3
✗ ✗ ✓ 64.2 46.6
✓ ✓ ✓ 65.4 48.1

Table 3. Ablation studies of our bridging techniques, including re-
sults when using/not using conditional object queries, shared PEs,
and the point-to-patch projection proposed in Sec. 3.3 and Sec. 3.4.
Experiments are performed on SUN RGB-D.

Connects. between
ol
pnt and pl

pat

Connects. between
ol
pat and pl

pnt

Connects. between
pl
pnt and pl

pat
mAP@0.25mAP@0.5

✗ ✗ ✗ 62.2 44.2
✓ ✗ ✗ 64.5 47.0
✗ ✓ ✗ 62.8 45.0
✓ ✓ ✓ 63.9 46.4
✓ ✓ ✗ 65.4 48.1

Table 4. Comparisons of different attention connections (con-
nects.) in BrT with our default version (last row) proposed in
Sec. 3.2. Experiments are performed on SUN RGB-D.

Pre-trained models No pre-train ViT-S YOLOS-S
mAP results 62.8 (44.5) 65.4 (48.1) 63.4 (45.3)

Table 5. Results of mAP@0.25 and mAP@0.5 (in brackets) when
using different pre-training strategies. Experiments are performed
on SUN RGB-D.

with red circles, the result of 2D detection fails to identify
the two overlapped chairs, and instead, predicts them as one
single chair. In addition, its 3D detection result ignores a ta-
ble and a chair due to the sparsity of points. This is a com-
mon bottleneck of 3D object detection, as points are usu-
ally unevenly distributed resulting in many sparse regions.
Conversely, our BrT in the second row successfully predicts
both overlapped chairs correctly in 2D detection, which is
probably a consequence of the disambiguation learned by
BrT from the 3D space. In addition, with the help of the
image, BrT also captures all tables and chairs in 3D detec-
tion, even in the regions where points are extremely sparse.

4.4. Ablation analysis

In this section, we perform ablation studies to isolate the
benefit of each important component in BrT.

Bridging technique. In Sec. 3.3 and Sec. 3.4, we pro-
pose to use conditional object queries, shared PEs of object
queries, and the point-to-patch projection. We provide de-
tailed comparison results in Table 3 to verify the necessity
of each component. We observe that the combination of
conditional object queries and shared PEs brings a signifi-
cant performance uplift. In addition, the point-to-patch pro-
jection itself further boosts the performance. These results
indicate that all of the three components are necessary.

Attention connection. As proposed in Sec. 3.2, for each
layer l, we block the direct attention connections between
the point tokens pl

pnt and image patch tokens pl
pat, but

we adopt globally attentive object queries ol
pnt and ol

pat

to build relations of points and image patches. To demon-
strate the advantage of this design, in Table 4, we com-
pare different kinds of connections. We observe that using
globally attentive object queries indeed help improve the
performance, and our default connection setting (last row)
achieves the best performance. Connections between pl

pnt

and pl
pat lead to performance drops while increase compu-

tation costs, which is the reason that we block these connec-
tions.

Pre-training strategy. As described in Sec. 4.1, our
BrT is initialized with ViT-S parameters pre-trained on
ImageNet-1k. To verify the transferability of using such
pre-training strategy, in Table 5, we first compare our re-
sults with training from scratch. By comparison, using ViT-
S pre-training achieves 2.6 higher mAP@0.25 than training
from scratch, which demonstrates the good transfer learn-
ing capability of our model, encouraging applying our ar-
chitecture on larger datasets. In addition, we also try to ini-
tialize BrT with off-the-shelf parameters of YOLOS, which
is first pre-trained on ImageNet-1k and then finetuned on
the COCO dataset [13]. Yet we do not observe further im-
provements when using COCO finetuned parameters, and
we speculate that parameters finetuned on COCO may be
easy to overfit the SUN RGB-D dataset.

5. Conclusion
This work presents BrT for 3D object detection that is

able to exploit the point clouds and images effectively. Due
to the large discrepancy between the representations of 2D
and 3D spaces, point tokens and image patch tokens in BrT
are bridged with globally attentive object queries, instead of
directly connected. In addition, we propose to bridge the 2D
and 3D learning processes from two perspectives including
leveraging conditional object quires and the point-to-patch
projection. Our BrT surpasses state-of-the-art methods on
SUN RGB-D and ScanNetV2 datasets, which also demon-
strate the scalability of BrT in multi-view scenarios.
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