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Abstract

Source-free domain adaptation (SFDA) newly emerges to transfer the relevant knowledge of a well-trained source model to an unlabeled target domain, which is critical in various privacy-preserving scenarios. Most existing methods focus on learning the domain-invariant representations depending solely on the target data, leading to the obtained representations are target-specific. In this way, they cannot fully address the distribution shift problem across domains. In contrast, we provide a fascinating insight: rather than attempting to learn domain-invariant representations, it is better to explore the domain-invariant parameters of the source model. The motivation behind this insight is clear: the domain-invariant representations are dominated by only partial parameters of an available deep source model. We devise the Domain-Invariant Parameter Exploring (DIPE) approach to capture such domain-invariant parameters in the source model to generate domain-invariant representations. A distinguishing method is developed correspondingly for two types of parameters, i.e., domain-invariant and domain-specific parameters, as well as an effective update strategy based on the clustering correction technique and a target hypothesis is proposed. Extensive experiments verify that DIPE successfully exceeds the current state-of-the-art models on many domain adaptation datasets.

1. Introduction

Unsupervised domain adaptation (UDA) has been gaining momentum in the past decade, effectively addressing the distribution shift problem across domains. Thanks to the free access to labeled source data, previous UDA studi-
supervised loss, to finetune the source model. To some extent, SHOT has made some progress on learning domain-invariant representations. But it ignores the domain shift, and the fixed source classifier module could not recognize the learned representations well (see Fig. 1).

In this paper, we give a novel insight: In SFDA, exploring domain-invariant parameters stored in the source model is more feasible than exploring domain-invariant representations directly. The insight is inspired by the lottery ticket hypothesis [8] which has demonstrated the significance of partial parameters in deep networks for generalization. Similarly, we discover that only partial parameters in the source model, termed domain-invariant parameters (DIP), are significant for the domain-invariant representations. On the contrary, the other parameters, termed domain-specific parameters, would tend to fit domain-specific information and hurt the generalization. As shown in Fig. 2, the model with exploring domain-invariant parameters produces better results on four tasks of Office-31 in our proposed method, Domain-Invariant Parameter Exploring (DIPE).

DIPE aims to explore domain-invariant parameters stored in the source model to generate domain-invariant representations and relieve domain shift. Three essential parts support DIPE to capture domain-invariant parameters precisely. First, to judge whether a parameter is domain-invariant or domain-specific, we propose a domain-balanced identifying criterion that simultaneously observes the active parameters in source and target models. Second, based on an intuition that the learned representations become closer to the domain-invariant ones as the training process proceeds, we suggest that the proportion of domain-invariant parameters should increase with the number of iterations. Third, we design an effective update strategy for these two types of parameters by the self-supervised loss based on clustering correction from the source and target hypotheses. Specifically, for domain-invariant parameters, we perform an active update. For domain-specific ones, we perform a passive update which will penalize their values to be near zero and gradually make them lose activity.

We summarize our main contributions as follows:

- To the best of our knowledge, we, for the first time, explore domain-invariant parameters stored in the given source model, opening up a new perspective in SFDA.
- We propose a novel DIPE framework for exploring domain-invariant parameters, and introduce a domain-balanced identifying criterion to determine domain-invariant and domain-specific parameters.
- A simple and general technique, clustering correction, is proposed to promote the learning process.

2. Related Work

2.1. Unsupervised Domain Adaptation

UDA methods have achieved great success in recent years. These methods can be grouped into four categories: importance estimation, moment matching, pseudo labeling, and adversarial learning. (1) The core idea of importance estimation is to measure the distance of the source samples from the overlapping distributions between source and target domains, consequently optimizing the importance weighted objective function [39]. (2) The moment matching tries to minimize the discrepancy in high dimensional statistics across domains [15, 26]. (3) The pseudo labeling utilizes pseudo labels of the target samples to realize standard supervised learning [34, 37, 48]. (4) The main idea behind adversarial training is to introduce a domain discriminator to distinguish the samples between two domains for learning the domain-invariant representations [9, 25, 36]. However, the success of all these methods depends on the accessed source data, which is unsafe and often unrealistic because the source data may be private and decentralized.

2.2. Source-Free Domain Adaptation

As data privacy protection has been drawing attention, SFDA is considered in the literature gradually. A few SFDA works can be divided into model-finetuning-based works and data-generation-based works. (1) Model-finetuning-based works attempt to explore domain-invariant representations by finetuning the source model. [23] attempts to learn representations that would align the source distribution by information maximization and self-supervision loss. [17] finetunes the source model by reliable pseudo labels of target samples based on entropy functions. However, they rely only on the target data and do not sufficiently consider the given model’s source information, resulting in limited performance. (2) The core idea of data-generation-based methods is to generate source or target data to achieve standard domain adaptation. [22] proposes the 3C-GAN framework to generate target data with annotations. Although 3C-GAN achieves a certain performance gain, it needs enor-
nous computing resources and cannot be applied to complex target tasks. Recently, more challenging settings concerning online SFDA [44] and federated SFDA [31] are also discussed.

2.3. Lottery Ticket Hypothesis

The lottery ticket hypothesis [8] proves that overparameterized DNNs contain winning tickets (parameters) that are significant for generalization. It indicates that partial parameters stored in the network contribute little to generalization and appear redundant. Although the lottery ticket hypothesis motivates our idea, this study is fundamentally different from it. Instead of searching a sparse sub-network with competitive generalization performance compared with the original network, we hope to explore the domain-invariant parameters and reduce the side effect of domain-specific information. These domain-invariant parameters would further generate domain-invariant representations, which is challenging to obtain in SFDA.

3. Domain-Invariant Parameter Exploring

In this section, we first show necessary notations of SFDA. Then, we propose the domain-balanced identifying criterion to determine the proportion of domain-invariant parameters, and present the effective update strategy for two types of parameters by a newly-designed clustering correction in a self-supervised way. The framework of domain-invariant parameter exploring (DIPE) is illustrated in Fig. 3.

3.1. Learning Setup

The main difference between UDA and SFDA is that SFDA cannot utilize source data strictly during the training process in privacy-preserving scenarios, i.e., the source data $D_s$ cannot be obtained directly. Instead, a well-trained source model $f_s : \mathcal{X}_s \rightarrow \mathcal{Y}_s$ trained on $D_s$ and $n_t$ unlabeled data $\{x_i^t\}_{i=1}^{n_t}$ from target domain $D_t$ are given, where $x_i^t \in \mathcal{X}_t$. In the multi-classification task, $\mathcal{Y} \in \{1, ..., K\}$, and $K$ represents the number of the classes. Here, $D_s \sim p$, $D_t \sim q$, and the distributions $p$ and $q$ are similar but different. The goal of SFDA is to predict the labels $\{y_i^t\}_{i=1}^{n_t}$ in the target domain without the source data.

3.2. Source Model Generation

In realistic scenarios, the source model provided by a third party might not be acquired in the laboratory, so we simulate the third party to train the source model $f_s : \mathcal{X}_s \rightarrow \mathcal{Y}_s$ with the labeled source data. In addition, to encourage the source data to lie in tight clusters, we utilize the label smoothing technique following [23]. Accordingly, the objective function is

$$L_s^k(f_s, \mathcal{X}_s, \mathcal{Y}_s) = -\mathbb{E}_{(x_s, y_s) \in (\mathcal{X}_s, \mathcal{Y}_s)} \sum_{k} q_k^s \log \delta_k(f_s(x_s)), \quad (1)$$

where $\delta_k(\alpha) = \frac{\exp(\alpha_k)}{\sum \exp(\alpha_i)}$ denotes the $k$-th element in the softmax output of a $K$-dimensional vector $\alpha$, and $q_k^s = (1 - \epsilon)q_k + \frac{\epsilon}{K}$, $q_k$ is the one-of-$K$ encoding of $y_s$, and $\epsilon$ is the smoothing parameter.

As shown in Fig. 3, the target model parameterized by the above source model consists of three modules: the feature extractor $g_t : \mathcal{X}_t \rightarrow \mathbb{R}^d$, the source hypothesis (fixed classifier) $h_s$, and the target hypothesis (trainable classifier) $h_t$, i.e., $f_t(x) = h_t(g_t(x))$. Here $d$ is the dimension of the input feature. We propose the domain-invariant parameter exploring (DIPE) to explore domain-invariant parameters in the feature extractor ($g_t$) and generate domain-invariant representations that could be well adapted to the source hypothesis ($h_s$). DIPE can mitigate the negative effects of target-oriented information excessively, which is overlooked by
the previous methods. Further, the trainable target hypothesis \( h_t \) is introduced to cooperate with the source hypothesis, avoiding source-oriented information. Next we will describe how to explore the domain-invariant parameters.

### 3.3. Domain-Balanced Identifying Criterion

The principle of identifying domain-invariant parameters is to find those critical parameters that play a decisive role in exploring domain-invariant representations. In the forward propagation, there are partial parameters that are relatively large and have the same positive and negative role in the same position in the source and target models. These parameters are more active and play a co-directional role in representation extraction. Thus we term them as domain-specific parameters (DSP). Based on the analysis above, we design a domain-balanced identifying criterion as follows. At the \( t \)-th iteration, denote by \( w^s_i(t) \) stored in the source model and \( w^t_i(t) \) stored in the target model at the same position. The judgment criterion is denoted by \( g_i \), i.e.,

\[
g_i = |w^s_i(t) + w^t_i(t)|, \quad i \in [m],
\]

where \( m \) is the parameter number of the feature extractor and target hypothesis. If the value of \( g_i \) is large, \( w^s_i \) is viewed as a domain-invariant parameter. Otherwise, \( w^t_i \) is regarded as a domain-specific one that tends to fit domain-specific information. By the way, the target hypothesis with exploring domain-invariant parameters aims to avoid updating the target-oriented gradients, further promoting the learning of domain-invariant parameters.

### 3.4. Identify the Proportion of DIP

Intuitively, with network training, the representations gradually tend to be domain-invariant. So we determine the proportion of domain-invariant parameters with the increase of training iterations. Specifically, we denote by \( \tau \) the dynamic proportion of domain-invariant parameters, which is defined by

\[
\tau = 1 - d \cdot \frac{2\exp(-\frac{10c}{T_m})}{1.0 + \exp(-\frac{10c}{T_m})},
\]

where \( c \) represents current iterations, and \( T_m \) represents the maximal iterations, \( \tau \in [1 - d, 1] \).

### 3.5. Updating Parameters with Different Rules

Updating the parameters for different types is a fine-grained version of the conventional parameter fine-tuning-based strategies. The domain-invariant parameters can be further found and updated to emphasis, weakening the potential influence of domain-specific ones, thus producing domain-invariant representations. Therefore, for domain-invariant parameters, we utilize standard stochastic gradient descent (SGD) [27] algorithm to update, termed as active update rule,

\[
W_{IP}(t + 1) \leftarrow W_{IP}(t) - \eta \left( \frac{\partial L(W_{IP}(t))}{\partial W_{IP}(t)} + \lambda W_{IP}(t) \right),
\]

where \( \lambda \in \mathbb{R}_+ \) is a regularization parameter which equals to the weight decay coefficient with SGD, \( \eta > 0 \) is the learning rate, and \( t \) indicates the \( t \)-th iteration. \( W_{IP} \) represents the set of domain-invariant parameters, and \( W_{SP} \) represents the set of domain-specific ones.

For domain-specific parameters, we update them only utilizing a regularization item, i.e., weight decay, termed as passive update rule [46]. Moreover, we use the standard sgn function to replace the normal weight decay by sgn \( (W_{SP}) \), which would make the value of \( W_{SP} \) converge to zero or near zero faster as the network training. The passive update rule is defined by

\[
W_{SP}(t + 1) \leftarrow W_{SP}(t) - \eta \lambda \text{sgn}(W_{SP}(t)),
\]

In practice, the label of target data is unavailable, and the poor quality of the pseudo-labels predicted by the model itself would learn the wrong information. Therefore, we propose the clustering correction to correct the pseudo labels.

#### Clustering Correction

Fig. 4 shows the t-SNE visualization of target features. It indicates that the same class of the target data can still form a cluster in the embedding space under domain shift. Moreover, many domain adaptation works [5, 21, 30, 40] have verified the effectiveness of clustering. So the clustering helps explore the inherent structure of the target data. Further, we propose the clustering correction to obtain more accurate pseudo labels and support the optimization of supervised loss.

Clustering correction aims to correct the error-prone pseudo labels by exploring the relationship between representations. Specifically, clustering correction first utilizes the deep k-means clustering [23] to predict the pseudo labels.
lables of target samples, in which the model output and clustering results are utilized as supervisory information. Then, it corrects the samples with ambiguous pseudo labels that are located in the decision boundary.

First, clustering correction obtains the pseudo-labels by weighted k-means clustering \[23]:

\[
\hat{y}_t = \arg \min_k D_f(g_t(x_t), c_k),
\]

(6)

where \(D_f(\cdot, \cdot)\) denotes the cosine distance of two variables, \(g_t\) denotes the learned representations, \(c_k\) denotes the class centroids which can robustly and more reliably characterize the distribution of different classes within the target domain.

Then, clustering correction searches the multiple neighbors (closest to the cosine distance) for each sample and corrects ambiguous pseudo labels. In detail, if the majority of the neighbors of this sample have the same pseudo label as itself, the sample’s label is maintained. Else, the fuzzy sample’s label is corrected to the label of the majority of its neighbors, such as the samples at the decision boundary in the upper right corner of Fig. 3. The red, orange, and blue colors represent three classes, respectively. The ambiguous labels of uncertain samples (red border) are corrected by

\[
\hat{y}_t = \max \text{common}(\hat{y}_1, \hat{y}_2, ..., \hat{y}_n),
\]

(7)

where \(n\) represents the number of neighbors.

Based on the accurate pseudo labels of target samples, we optimize a standard supervised loss by

\[
L_{self} = \mathbb{E}_{(x_t, \hat{y}_t) \in (X_t, \hat{Y}_t)} \sum_{k=1}^K I_{[k=\hat{y}_t]} \log \delta_k(h_s(g_t(x_t))).
\]

(8)

Besides, for promoting the target outputs reliable and globally diverse, we apply the information maximization (IM) \[11\] loss which is composed of entropy minimization (\(L_{ent}\)) and Kullback–Leibler divergence (\(L_{div}\)):

\[
\begin{aligned}
L_{ent}(f_{ts}; \mathcal{X}_t) &= -\mathbb{E}_{x_t \in \mathcal{X}_t} \sum_{k=1}^K \delta_k(h_s(f_{ts}(x_t))) \log \delta_k(h_s(f_{ts}(x_t))),

L_{div}(f_{ts}; \mathcal{X}_t) &= \sum_{k=1}^K \sum_{x_t \in \mathcal{X}_t} \delta_k(h_s(f_{ts}(x_t))) \log \delta_k(h_s(f_{ts}(x_t))),

L_{1M} &= L_{ent}(f_{ts}; \mathcal{X}_t) + L_{div}(f_{ts}; \mathcal{X}_t),
\end{aligned}
\]

(9)

where \(f_{ts}(x) = h_s(g_t(x))\) is the \(K\)-dimensional output of each target sample, \(\mathcal{X}(K)\) is a \(K\)-dimensional vector with all ones, and \(\tilde{p} = \frac{1}{K} \mathbb{E}_{x_t \in \mathcal{X}_t} \delta_k(f_{ts}(x_t))\) is the mean output embedding of the whole target data. In addition, to prevent the learned feature from being source-oriented, we calculate the \(L_{1M}\) from target hypothesis, where \(f_t(x) = h_t(g_t(x))\).

In summary, the overall optimization goal for updating two types of parameters is stated as

\[
L(W, S) = L_{1M} + \gamma L_{1M} + \beta L_{self}.
\]

(10)

where \(\beta > 0\) and \(\gamma > 0\) are balancing hyper-parameters.

The overall procedure of the proposed method DIPE is summarized in Algorithm 1.

---

**Algorithm 1 DIPE Algorithm.**

**Input:** source model \(f_s = g_s \circ h_s\), target data \(\{x_t^i\}_{i=1}^{n_t}\);

**Parameters:** maximum number of epochs \(E\), trade-off parameters \(d, \beta, \gamma\);

**Initialization:** freeze source hypothesis \(h_s\) and copy the parameters to \(g_t\) and \(h_t\);

1. Let epoch = 1, iter_num = 0;
2. while epoch \(\leq E\) do
3. obtain pseudo labels based clustering correction with Eq. (6-7);
4. while iter_num \(\leq n_b\) do
5. Fetch mini-batch \(D_t\) from \(D_t\);
6. Calculate \(L(W, S)\) with Eq (8), (9), (10);
7. Divide \(W\) into \(W_{IP}\) and \(W_{SP}\) with Eq (2), (3);
8. Update \(W_{IP}\) with Eq (4);
9. Update \(W_{SP}\) with Eq (5);
10. end while
11. end while

---

**4. Experiment**

**4.1. Experimental Setup**

**Digits** is a standard UDA dataset that supports digit recognition with diverse domains. Following the protocol in \[14\], we utilize three subsets: SVHN (S) \[29\], MNIST (M) \[18\], and USPS (U) \[16\]. Each domain has 10 classes.

**Office-31** \[33\] is a small-scale UDA dataset consisting of three diverse domains: Amazon (A), Dslr (D), and Webcam (W). Each domain has 31 classes.

**Office-Home** \[43\] is a more challenging UDA dataset consisting of four domains: Artistic images (Ar), Clip Art images (Cl), Product images (Pr), and Real-world images (Re). Each domain has 65 classes.

**VisDA-C** \[32\] is a simulation-to-real dataset with two extremely distinct domains: Synthetic images, and Real images. Each domain has 12 classes. The source domain contains 152 thousand images generated by rendering 3D models, and the target domain has 55 thousand real images sampled from Microsoft COCO \[24\].

We compare our designed DIPE algorithm with state-of-the-art methods: (1) \textbf{ResNet-50, ResNet-101} \[12\]; (2) \textbf{UDA}: Domain Adversarial Network (DANN) \[10\], Adversarial Discriminative Domain Adaptation (ADDA) \[41\], Conditional domain adversarial networks (CDAN) \[25\], Cycle-Consistent Adversarial Domain Adaptation (C yADA) \[14\], Cluster Alignment with a Teacher (CAT) \[6\], Sliced Wasserstein Discrepancy (SWD) \[19\], Stepwise Adaptive Feature Norm (SAFN) \[47\], Batch Spectral Penalization (BSP) \[2\], Adversarial Dropout Regularization (ADR) \[35\], Margin Disparity Discrepancy (MDD) \[49\], Gradually Vanishing Bridge (GVB-GD) \[4\], Stochastic classifiers (\textbf{STAR}) \[28\], Structurally Regularized Deep
Clustering (SRDC) \cite{40}; (3) Source-free domain adaptation: Source Free Domain Adaptation (SFDA) \cite{17}, Source Hypothesis Transfer (SHOT) \cite{23}, Model Adaptation (MA) \cite{22}. Note that SFDA, SHOT and MA are the previous best source-free domain adaptation methods.

We implement our algorithm in PyTorch. As for some necessary parameters, we set momentum to 0.9, weight decay to $1e^{-3}$, learning rate to $\eta_0 = 1e^{-2}$ for the new layers and the layers learned from scratch in all experiments except $\eta_0 = 1e^{-3}$ for VisDA-C. We further adopt the same learning rate scheduler $\eta = \eta_0(1 + 10p)^{-0.75}$, where $p$ is changed from 0 to 1. Moreover, we set the batch size to 64, initialize $\beta = 0.3$, $\gamma = 0.3$, $n = 4$, $e = 0.1$ for all experiments except $\beta = 0.1$ for Digit, and initialize $d = 0.5$ for all experiments expect $d = 0.6$ for Office-Home.

### 4.2. Results

#### 4.2.1 Results on Digit Recognition

Table 1 reports the classification accuracy of DIPE and other algorithms on the digits. DIPE obtains the best average accuracy on these three tasks compared to all methods. MA receives the same results compared to DIPE at the cost of tremendous computation. DIPE also improves the accuracy of the source model by 20%, demonstrating its effectiveness.

#### 4.2.2 Results on Object Recognition

Tables 2, 3, and 4 report the classification accuracy on three object recognition benchmarks: Office-31, VisDA-C, and Office-Home, respectively. It is clear to see that DIPE significantly outperforms the state-of-the-art methods in Office-Home, improving the average accuracy from 71.3% to 72.5% without accessing the source data. Meanwhile, DIPE performs the best among 6 out of 12 tasks compared to all methods. For the large-scale and challenging synthesis-to-real VisDA-C dataset, DIPE still achieves the best per-class accuracy. Inside Office-31, DIPE also achieves the best performance on A→D. These results show that by exploring domain-invariant parameters in the feature extractor, we can obtain more domain-invariant representations that further align the unseen source distribution.

#### 4.3. Ablation Studies

**Effect of Domain-Invariant Parameters (DIP).** We conducted experiments on Office-Home in several methods, e.g., the source model finetuned by pseudo labels predicted by itself, SHOT \cite{23}, and our proposed DIPE, aiming to verify DIP’s effectiveness. Here ‘-DIP’ indicates that the DIP is not explored in the experiments. In Table 5, we can observe a significant improvement of about 1.0% in challenging tasks, e.g., Cl→Ar, Pr→Cl, and Re→Cl, and a weak improvement in simple tasks, which indicates that exploring DIP is more effective for challenging tasks in SFDA. Moreover, it is clear that exploring DIP brings better performance on all introduced SFDA methods, which verifies that exploring DIP is essential for SFDA. Now the MA \cite{22} is not involved as it requires reproducing the generative and adversarial framework with lots of computation costs. In addition, through the change of accuracy with increasing epoch in Fig. 5, we can observe that exploring DIP not only improves the performance but also stabilizes the effect.

<table>
<thead>
<tr>
<th>Method</th>
<th>A→D</th>
<th>A→W</th>
<th>D→A</th>
<th>D→W</th>
<th>W→A</th>
<th>W→D</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source only \cite{14}</td>
<td>67.1</td>
<td>69.6</td>
<td>82.1</td>
<td>80.8</td>
<td>73.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADDA \cite{42}</td>
<td>76.0</td>
<td>83.8</td>
<td>89.4</td>
<td>80.2</td>
<td>85.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADR \cite{35}</td>
<td>95.0</td>
<td>91.3</td>
<td>93.2</td>
<td>95.3</td>
<td>93.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CyCADA \cite{14}</td>
<td>89.2</td>
<td>98.0</td>
<td>95.6</td>
<td>94.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDAN \cite{23}</td>
<td>90.4</td>
<td>95.6</td>
<td>94.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rRevGrad+CAT \cite{6}</td>
<td>98.8</td>
<td>94.0</td>
<td>97.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWD \cite{19}</td>
<td>98.9</td>
<td>91.1</td>
<td>98.1</td>
<td>98.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Accuracy (%) on Digits.**

**Table 2. Accuracy (%) on Office-31 (ResNet-50).**

**Figure 5. Ablation studies on the DIP.**

(a) Cl→Ar (b) Re→Cl
Table 3. Accuracy (%) on VisDA-C (ResNet-101).

<table>
<thead>
<tr>
<th>Method</th>
<th>plane</th>
<th>bcycl</th>
<th>bus</th>
<th>car</th>
<th>horse</th>
<th>knife</th>
<th>mcycl</th>
<th>person</th>
<th>plant</th>
<th>skbrd</th>
<th>train</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-101 [13]</td>
<td>55.1</td>
<td>53.3</td>
<td>61.9</td>
<td>59.1</td>
<td>80.6</td>
<td>17.9</td>
<td>79.7</td>
<td>31.2</td>
<td>81.0</td>
<td>26.5</td>
<td>73.5</td>
<td>8.5</td>
</tr>
<tr>
<td>DANN [10]</td>
<td>81.9</td>
<td>77.7</td>
<td>82.8</td>
<td>44.3</td>
<td>81.2</td>
<td>29.5</td>
<td>65.1</td>
<td>51.9</td>
<td>54.6</td>
<td>82.8</td>
<td>7.8</td>
<td>57.4</td>
</tr>
<tr>
<td>ADR [25]</td>
<td>94.2</td>
<td>48.5</td>
<td>54.0</td>
<td>72.9</td>
<td>90.1</td>
<td>74.2</td>
<td>92.6</td>
<td>72.5</td>
<td>80.8</td>
<td>61.8</td>
<td>82.2</td>
<td>28.8</td>
</tr>
<tr>
<td>CDAN [25]</td>
<td>85.2</td>
<td>66.9</td>
<td>83.0</td>
<td>50.8</td>
<td>84.2</td>
<td>74.9</td>
<td>88.1</td>
<td>74.5</td>
<td>83.4</td>
<td>76.0</td>
<td>81.9</td>
<td>38.0</td>
</tr>
<tr>
<td>CDAN+BSP [2]</td>
<td>92.4</td>
<td>61.0</td>
<td>81.0</td>
<td>57.5</td>
<td>89.0</td>
<td>80.6</td>
<td>90.1</td>
<td>77.0</td>
<td>84.2</td>
<td>77.9</td>
<td>82.1</td>
<td>38.4</td>
</tr>
<tr>
<td>SAFN [47]</td>
<td>93.6</td>
<td>61.3</td>
<td>84.0</td>
<td>70.6</td>
<td>91.8</td>
<td>79.0</td>
<td>91.8</td>
<td>79.6</td>
<td>89.9</td>
<td>55.6</td>
<td>89.0</td>
<td>24.4</td>
</tr>
<tr>
<td>SWD [19]</td>
<td>90.8</td>
<td>82.5</td>
<td>81.7</td>
<td>70.5</td>
<td>91.7</td>
<td>69.5</td>
<td>86.3</td>
<td>77.5</td>
<td>87.4</td>
<td>63.6</td>
<td>85.6</td>
<td>29.2</td>
</tr>
<tr>
<td>DISBM+MSTN [1]</td>
<td>94.7</td>
<td>86.7</td>
<td>76.0</td>
<td>72.0</td>
<td>95.2</td>
<td>75.1</td>
<td>87.9</td>
<td>81.3</td>
<td>86.8</td>
<td>88.3</td>
<td>45.5</td>
<td>80.2</td>
</tr>
<tr>
<td>STAR [28]</td>
<td>95.0</td>
<td>84.0</td>
<td>84.6</td>
<td>73.0</td>
<td>91.6</td>
<td>91.8</td>
<td>78.4</td>
<td>79.6</td>
<td>89.9</td>
<td>88.3</td>
<td>45.5</td>
<td>80.2</td>
</tr>
</tbody>
</table>

Table 4. Accuracy (%) on Office-Home (ResNet-50).

<table>
<thead>
<tr>
<th>Method</th>
<th>Ar→Cl</th>
<th>Ar→Pr</th>
<th>Cl→Ar</th>
<th>Cl→Pr</th>
<th>Cl→Re</th>
<th>Cl→Re</th>
<th>Pr→Cl</th>
<th>Pr→Re</th>
<th>Re→Ar</th>
<th>Re→Re</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50 [13]</td>
<td>34.9</td>
<td>50.0</td>
<td>58.0</td>
<td>37.4</td>
<td>46.2</td>
<td>38.5</td>
<td>31.2</td>
<td>60.4</td>
<td>53.9</td>
<td>41.2</td>
<td>46.1</td>
</tr>
<tr>
<td>DANN [10]</td>
<td>45.6</td>
<td>59.3</td>
<td>70.1</td>
<td>47.0</td>
<td>58.5</td>
<td>46.1</td>
<td>43.7</td>
<td>68.5</td>
<td>63.2</td>
<td>51.8</td>
<td>76.8</td>
</tr>
<tr>
<td>CDAN [25]</td>
<td>50.7</td>
<td>70.6</td>
<td>76.0</td>
<td>57.6</td>
<td>70.0</td>
<td>57.4</td>
<td>50.9</td>
<td>77.3</td>
<td>70.9</td>
<td>56.7</td>
<td>81.6</td>
</tr>
<tr>
<td>CDAN+BSP [2]</td>
<td>52.0</td>
<td>68.6</td>
<td>76.1</td>
<td>58.0</td>
<td>70.3</td>
<td>50.1</td>
<td>50.2</td>
<td>77.6</td>
<td>72.2</td>
<td>59.3</td>
<td>81.9</td>
</tr>
<tr>
<td>SAFN [47]</td>
<td>52.0</td>
<td>71.7</td>
<td>76.3</td>
<td>64.2</td>
<td>69.9</td>
<td>71.9</td>
<td>63.7</td>
<td>51.4</td>
<td>77.1</td>
<td>70.9</td>
<td>57.1</td>
</tr>
<tr>
<td>MDD [23]</td>
<td>54.9</td>
<td>73.7</td>
<td>77.8</td>
<td>60.0</td>
<td>71.4</td>
<td>71.8</td>
<td>61.2</td>
<td>53.6</td>
<td>78.1</td>
<td>72.5</td>
<td>60.2</td>
</tr>
<tr>
<td>CDAN+BNNM [3]</td>
<td>56.2</td>
<td>73.7</td>
<td>79.0</td>
<td>63.1</td>
<td>73.6</td>
<td>74.0</td>
<td>62.4</td>
<td>54.8</td>
<td>80.7</td>
<td>72.4</td>
<td>58.9</td>
</tr>
<tr>
<td>GVB-GD [4]</td>
<td>57.0</td>
<td>74.7</td>
<td>79.8</td>
<td>64.6</td>
<td>74.1</td>
<td>74.6</td>
<td>65.2</td>
<td>55.1</td>
<td>81.0</td>
<td>74.6</td>
<td>59.7</td>
</tr>
<tr>
<td>SRDC [20]</td>
<td>52.3</td>
<td>76.3</td>
<td>81.0</td>
<td>69.5</td>
<td>76.2</td>
<td>78.0</td>
<td>68.7</td>
<td>53.8</td>
<td>81.7</td>
<td>76.3</td>
<td>57.1</td>
</tr>
</tbody>
</table>

Table 6. Ablation study (%) on Office-Home (ResNet-50).

<table>
<thead>
<tr>
<th>Method</th>
<th>Cl→Ar</th>
<th>Cl→Pr</th>
<th>Cl→Re</th>
<th>Pr→Cl</th>
<th>Pr→Re</th>
<th>Re→Ar</th>
<th>Re→Re</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>source model only</td>
<td>52.5</td>
<td>61.8</td>
<td>64.7</td>
<td>64.9</td>
<td>64.9</td>
<td>61.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>naive pseudo labeling (PL) [20]</td>
<td>94.3</td>
<td>66.9</td>
<td>74.7</td>
<td>76.0</td>
<td>73.1</td>
<td>72.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_1 + L_2$</td>
<td>67.5</td>
<td>75.3</td>
<td>77.4</td>
<td>73.1</td>
<td>73.3</td>
<td>73.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_1 + L_2 + PL$ [20]</td>
<td>67.0</td>
<td>74.3</td>
<td>75.6</td>
<td>73.1</td>
<td>72.5</td>
<td>72.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_1 + L_2 + $Self-supervised PL [23]</td>
<td>68.7</td>
<td>78.1</td>
<td>78.4</td>
<td>73.2</td>
<td>74.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clustering Correction</td>
<td>70.1</td>
<td>79.8</td>
<td>78.8</td>
<td>73.4</td>
<td>84.8</td>
<td>72.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Clustering correction also improves the final classification accuracy, suggesting that more accurate pseudo labels can further promote the exploring of domain-invariant parameters. Meanwhile, the results of the last row in Table 6 on Office-Home also verify its effectiveness.

Figure 6. Ablation studies on the clustering correction.

**Effect of Loss Functions.** We perform ablation studies to demonstrate the effect of three loss functions in Eq. (10) on the several tasks in Office-Home. As shown in Table 6, we verify that the naive pseudo labeling (PL) [20] is not suitable for the SFDA, then we demonstrate the importance of three loss functions in Eq. (10), since there are noticeable performance gains after adding each loss in them.

**Effect of Domain-Invariant Parameter Proportion.** We perform ablation studies to dissect the proportion of domain-invariant parameters on Cl→Ar and Cl→Pr tasks. When the proportion of domain-invariant parameters is set to zero, the accuracy is very low, and it does not converge as all parameters are passively updated, so we do not include this result in the graph. In contrast, when the proportion is set to one, the accuracy is still low in Fig. 7 because all parameters are not treated differently. We can see that the proportion designed incrementally could obtain the best results closely in different tasks.

**Effect of Loss Weight.** We show the classification accuracy with different $\gamma$ and $\beta$ of Eq. (10) in Fig. 8.

**Feature Visualization.** Fig. 9 (a) and (b) show the t-SNE embedding [7] of target representations on the first 5 classes in a challenging task (Cl→Ar) from the source
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Table 5. Ablation study (%) on Office-Home (ResNet-50) with or without exploring DIP.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ar→Cl</th>
<th>Ar→Pr</th>
<th>Ar→Re</th>
<th>Cl→Ar</th>
<th>Cl→Pr</th>
<th>Cl→Re</th>
<th>Pr→Ar</th>
<th>Pr→Cl</th>
<th>Pr→Re</th>
<th>Re→Ar</th>
<th>Re→Cl</th>
<th>Re→Pr</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>model - DIP</td>
<td>49.7</td>
<td>72.0</td>
<td>76.0</td>
<td>57.6</td>
<td>66.3</td>
<td>69.3</td>
<td>55.3</td>
<td>45.9</td>
<td>76.3</td>
<td>66.5</td>
<td>51.6</td>
<td>79.7</td>
<td>63.9</td>
</tr>
<tr>
<td>model</td>
<td>49.8</td>
<td>73.2</td>
<td>76.3</td>
<td>59.4</td>
<td>66.6</td>
<td>70.5</td>
<td>56.5</td>
<td>46.1</td>
<td>76.9</td>
<td>67.7</td>
<td>52.2</td>
<td>79.9</td>
<td>64.6</td>
</tr>
<tr>
<td>SHOT - DIP</td>
<td>55.3</td>
<td>78.1</td>
<td>80.5</td>
<td>68.7</td>
<td>76.0</td>
<td>78.8</td>
<td>65.7</td>
<td>52.2</td>
<td>82.4</td>
<td>73.1</td>
<td>57.5</td>
<td>84.2</td>
<td>71.0</td>
</tr>
<tr>
<td>SHOT</td>
<td>56.0</td>
<td>78.2</td>
<td>80.9</td>
<td>69.3</td>
<td>75.6</td>
<td>78.9</td>
<td>66.4</td>
<td>53.9</td>
<td>82.5</td>
<td>73.2</td>
<td>58.9</td>
<td>84.0</td>
<td>71.5</td>
</tr>
<tr>
<td>DIPE - DIP</td>
<td>57.0</td>
<td>78.8</td>
<td>80.6</td>
<td>69.2</td>
<td>78.8</td>
<td>78.8</td>
<td>67.9</td>
<td>54.1</td>
<td>82.9</td>
<td>73.1</td>
<td>58.4</td>
<td>84.6</td>
<td>72.0</td>
</tr>
<tr>
<td>DIPE</td>
<td>56.5</td>
<td>79.2</td>
<td>80.7</td>
<td>70.1</td>
<td>79.8</td>
<td>78.8</td>
<td>67.9</td>
<td>55.1</td>
<td>83.5</td>
<td>74.1</td>
<td>59.3</td>
<td>84.8</td>
<td>72.5</td>
</tr>
</tbody>
</table>

Figure 7. Ablation studies on the effect of domain-invariant parameters’ proportion.

Figure 8. Ablation studies on the loss weight.

Figure 9. The t-SNE visualization of target representations for the first 5 class classification task. Stars ‘*’ in dark colors denote unseen source data and circle ‘o’ in light colors denote target data. Different colors represent different classes.

and learned models. It is clearly shown that the target feature representations learned by DIPE are more consistent (b) across domains than the given source model (a), verifying DIPE’s effectiveness.

5. Conclusion

In this paper, we propose a novel method to explore domain-invariant parameters stored in the well-trained source model for Source Free Domain Adaptation (SFDA). It effectively alleviates the domain shift problem since the learned domain-invariant parameters can promote learning domain-invariant representations. Extensive experiments on image classification have demonstrated that our method could achieve more accurate performance in various privacy-preserving applications. The idea behind domain-invariant parameters exploring is simple and orthogonal to other methods. One can extend our work to various practical SFDA algorithms. Thus our approach opens up a new perspective for SFDA. In future work, better parameter judgment criteria and update strategies can be investigated.

Broader Impact

Recently the success of domain adaptation algorithms has depended on the large scale of labeled source data, which is impractical in privacy-preserving scenarios. The positive impact of our work is to improve the robustness and generalizability of deep neural networks where the domain shift meets the data privacy protection. While we show improved performance relative to state-of-the-art, the negative transfer could still occur. Therefore our approach should not be used in mission-critical applications or to make essential decisions without human oversight.

Limitations

While we can verify that exploring domain-invariant parameters is critical for SFDA through the effect improvement, the existence of the domain-invariant parameters is challenging to prove due to the lacking of the theoretical guarantees and interpretability of deep networks. Further, SFDA relies on the well-trained source model that may be impaired by some causes, e.g., the source model training process. In these unforeseen circumstances, the robustness of SFDA methods would face serious challenges.
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