





Figure 2: YouMVOS dataset. We select ten major video genres with 20 popular videos in each. For each video, the dataset
has high-quality segmentation masks of recurring actors for the whole video at 6 FPS.

Person Re-identification (Re-ID). To link the same actor
across video shots, robust face [1] and body [23, 25] visual
features are commonly used. In addition, audio features [35],
text features [15, 20, 16, 46], and relational features [24]
have been explored for the task. Inspired by Xia et al. [54],
our improved baseline method uses multi-modal features
to link actors across shots. To simplify the design, we use
pre-trained Re-ID models as feature extractors.

3. YouMVOS Dataset
3.1. Dataset Construction

Video Selection. We compiled a list of YouTube video
genres from online blogs and selected ten popular gen-
res with high complexity: music video, kid, movie trailer,
cooking, pet, sports, show, how-to, education, and product
(Fig. 2). We excluded video genres with few recurring actors
(e.g., ‘best-of” video compilations) or with static camera
pose (e.g., talking heads in gaming videos). For each genre,
we selected 20 popular videos—200 total—while balancing
gender, race, and sub-genres. The full-length videos were
downloaded at 1280720 resolution.

Recurring Actor Selection. Current VOS and VIS
datasets label selected or all object instances within their
single-shot videos. For our dataset, we annotated actors who
appear in at least five shots in the video. In addition to hu-
man actors, we included animals and virtual characters to
increase the diversity and difficulty of the dataset. In the end,
we annotated on average 2.5 actors per video.

Video-Level Statistics. In Fig. 3a, we plot the mean num-
ber of YouTube views to show the popularity gap among
video genres (blue bars) and video shots as a measure of
complexity (red bars). As expected, music video has both
the most number of views and the highest shot change fre-
quency, while videos made by amateurs (e.g., pef) have less
sophisticated video structures. We categorize annotated ac-
tors into adult, child, animal, and virtual characters and plot
a histogram of their occurrence (Fig. 3b). Virtual characters

Figure 3: Video-level statistics. We plot (a) the average
number of YouTube views and shots for videos in each genre,
and (b) histogram of four different types of actors.

in YouMVOS pose new challenges in appearance that are
absent in current VOS and VIS datasets.

3.2. Dataset Annotation

We annotated objects in representative keyframes and
then propagated annotations to frames within corresponding
video shots. To refine the actor masks, we built a semi-
automatic annotation pipeline for annotators to correct errors
from automatic results. Similar to Xu et al. [56], we anno-
tated frames at 6 FPS.

Step 1: Shot Detection and Selection. The goal is to find
frames at 1 FPS with the selected actors for annotation. We
first divided frames into shots by frame clustering nearest
neighbors. For clustering, we extracted features from the
average pooling layer in a ResNet-18 network trained on
ImageNet and computed the cosine distance among features.
We built a Web visualization tool to correct the shot detec-
tion results and select shots containing actors of interest.
Then, we pick frames that are closest to cluster centers as
keyframes (Fig. 4a). These represent 0.01% of all frames,
which reduces downstream mask initialization work.

Step 2: Mask Initialization. To create initial annotations,
we run a pre-trained PointRend network [28] to generate
segmentation masks on selected keyframes (Fig. 4b). Then,
using the VAST volumetric segmentation annotation soft-
ware [4] on our video data, human annotators selected masks












Figure 7: Qualitative results of our improved baseline on YouMVOS validation set. (a-d) For success cases, each row
shows five sample frames from different shots in the same video sequence. (e) For failure cases, errors can come from poor
detection results due to uncommon actor appearance and camera poses, and poor tracking due to special visual effects.

Single-frame  Tracking J F

Baseline Baseline 31.8 30.77
Baseline Oracle 65.1 62.2
Oracle Box Baseline 35.2 35.1
Oracle Box Oracle 80.9 81.3
Oracle Mask Baseline 44.7 45.5
Oracle Mask Oracle 100 100

Table 3: Oracle analysis on YouMVOS val dataset. Most
remaining errors come from actor tracking due to the multi-
shot and minute-level long videos in the dataset.

Fig. 7e, we show typical failure cases, including ambiguous
appearance (first image), rare camera poses in the music
video (second image), drastic change of instance scales in
the soccer game video (third image), and an unexpected
split-screen video effect that breaks the one-to-one tracking
assumption (last two images).

Oracle Analysis. We examine the source of errors in our
improved baseline method on the YouMVOS validation data
by using oracle—known correct—results for different com-
ponents (Tab. 3). We focus on tracking error caused by
long-term cross-shot videos, and produce results with ora-
cle tracking, oracle bounding boxes, and oracle masks. For

oracle tracking, we match per-frame predictions to their clos-
est ground truth objects with a 0.5 IoU threshold, and then
aggregate instances using ground truth object identities.

We find that resolving tracking errors leads to a significant
30+ points boost on both region similarity 7 and contour
accuracy JF, showing that errors are caused mostly by misat-
tributions across shots and across long sequences. Second,
providing oracle bounding boxes for segmentation improve
baseline performance slightly, but cause another 15 points
increase when combined with oracle tracking. This sug-
gests that both tracking and localization improvements are
required in the future. Finally, providing oracle masks on
top produces perfect scores as expected, but without oracle
tracking, many attribution errors remain. In summary, there
is still large space for improving existing approaches from
different perspectives, and tracking error is currently the
dominating factor for the unsatisfactory scores.

5.3. Ablation Studies

We analyze the effectiveness of each component of the
improved baseline on our YouMVOS validation set.

Cumulative Results. We sequentially add the single-shot
module design (SMD), shot-aware object linking (SOL), and
multi-modal feature tracking (MFT). Adding SMD leads to
a 1 point improvement by reducing lost track errors given
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