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Abstract
Most state-of-the-art instance segmentation methods have to be trained on densely annotated images. While difficult in general, this requirement is especially daunting for biomedical images, where domain expertise is often required for annotation and no large public data collections are available for pre-training. We propose to address the dense annotation bottleneck by introducing a proposal-free segmentation approach based on non-spatial embeddings, which exploits the structure of the learned embedding space to extract individual instances in a differentiable way. The segmentation loss can then be applied directly to instances and the overall pipeline can be trained in a fully- or weakly supervised manner. We consider the challenging case of positive-unlabeled supervision, where a novel self-supervised consistency loss is introduced for the unlabeled parts of the training data. We evaluate the proposed method on 2D and 3D segmentation problems in different microscopy modalities as well as on the Cityscapes and CVPPP instance segmentation benchmarks, achieving state-of-the-art results on the latter.

1. Introduction

Instance segmentation is one of the key problems addressed by computer vision. It is important for many application domains, from astronomy to scene understanding in robotics, forming the basis for the analysis of individual object appearance. Biological imaging provides a particularly large set of use cases for the instance segmentation task, with imaging modalities ranging from natural photographs for phenotyping to electron microscopy for detailed analysis of cellular ultrastructure. The segmentation task is often posed in crowded 3D environments or their 2D projections with multiple overlapping objects. Additional challenges – compared to segmentation in natural images – come from the lack of large, publicly accessible, annotated training datasets that could serve for general-purpose backbone training. Most microscopy segmentation networks are therefore trained from scratch, using annotations produced by domain experts in their limited time.

Over the recent years, several weakly supervised segmentation approaches have been introduced to lighten the necessary annotation burden. For natural images, image-level labels can serve as a surprisingly strong supervision thanks to the popular image classification datasets which include images of individual objects and can be used for pre-training [11]. There are no such collections in microscopy (see also Fig. 5 for a typical instance segmentation problem example where image-level labels would be of no help). Semi-supervised instance segmentation methods [4, 3, 9] can create pseudo-labels in the unlabeled parts of the dataset. However, these methods require (weak) annotation of all the objects in at least a subset of images – a major obstacle for microscopy datasets which often contain hundreds of tightly clustered objects, in 3D.

Figure 1. Differentiable instance selection for non-spatial embedding networks. First, we sample an anchor point randomly or guided by the groundtruth instances. Second, we compute a distance map in the embedding space from the anchor point to all image pixels. In the final step, a kernel function (Eq 3) transforms the distance map to the “soft” instance mask.

The aim of our contribution is to address the dense annotation bottleneck by proposing a different kind of weak supervision for the instance segmentation problem: we require mask annotations for a subset of instances in the image, leaving the rest of the pixels unlabeled. This “positive unlabeled” setting has been explored in image classification and semantic segmentation problems [34, 30], but - to the best of our knowledge - not for instance segmentation. Intrinsically, the instance segmentation problem is
Figure 2. Overview of training procedure. Two augmented views of an input image are passed through two embedding networks $f(\cdot)$ and $g(\cdot)$ respectively. Anchor pixels inside labeled objects (blue dots) are sampled and their corresponding instances are extracted as shown in Fig. 1. Discrepancy between extracted objects and groundtruth objects is minimized by the instance-based loss. Another set of anchors (yellow triangles) is sampled exhaustively from the unlabeled region and for each anchor two instances are selected based on the outputs from $f(\cdot)$ and $g(\cdot)$. Discrepancy between instances is minimized using embedding consistency loss.

very well suited for positive unlabeled supervision: as we also show empirically (Appendix A.5), sampling a few objects in each image instead of labeling a few images densely exposes the network to a more varied training set with better generalization potential. This is particularly important for datasets with sub-domains in the raw data distribution, as it can ensure all sub-domains are sampled without increasing the annotation time. Furthermore, in crowded microscopy images which commonly contain hundreds of objects, and especially in 3D, dense annotation is significantly more difficult and time consuming than sparse annotation, for the same total number of objects annotated. The main obstacle for training an instance segmentation method on sparse object mask annotations lies in the assignment of pixels to instances that happens in a non-differentiable step which precludes the loss from providing supervision at the level of individual instances. To lift this restriction, we propose a differentiable instance selection step which allows us to incorporate any (differentiable) instance-level loss function into non-spatial pixel embedding network [6] training (Fig. 1). We show that with dense object mask annotations and thus full supervision, application of the loss at the single instance level consistently improves the segmentation accuracy of pixel embedding networks across a variety of datasets. For our main use case of weak positive unlabeled (PU) supervision, we propose to stabilize the training from sparse object masks by an additional instance-level consistency loss in the unlabeled areas of the images. The conceptually simple unlabeled consistency loss, inspired by [21, 46], does not require the estimation of class prior distributions or the propagation of pseudo-labels, ubiquitously present in PU and other weakly supervised segmentation approaches [47, 33]. In addition to training from scratch, our approach can deliver efficient domain adaptation using a few object masks in the target domain as supervision.

In summary, we address the instance segmentation task with a CNN that learns pixel embeddings and propose the first approach to enable training with weak positive unlabeled supervision, where only a subset of the object masks are annotated and no labels are given for the background. To this end, we introduce: (1) a differentiable instance selection step which allows to apply the loss directly to individual instances; (2) a consistency loss term that allows for instance-level training on unlabeled image regions, (3) a fast and scalable algorithm to convert the pixel embeddings into final instances, which partitions the metric graph derived from the embeddings. We evaluate our approach on natural images (CVPPP [37], Cityscapes [14]) and microscopy datasets (2D and 3D, light and electron microscopy), reaching the state-of-the-art on CVPPP and consistently outperforming strong baselines for microscopy. On all datasets, the bulk of CNN performance improvement happens after just a fraction of training objects are annotated.

2. Related work

Proposal-based methods such as Mask R-CNN [22] are a popular choice for instance segmentation in natural images. These methods can be trained from weak bounding box labels [24, 32, 45, 39]. However, as they require a pre-trained backbone network and have difficulties segmenting complex non-convex shapes, they have not become
the go-to segmentation technique for microscopy imaging. There, instance segmentation methods commonly start from the semantic segmentation [43], followed by a (non-differentiable) post-processing [1, 17, 29, 40].

Semantic instance segmentation with embedding networks was introduced by [16, 6]. The embeddings of [6] have no explicit spatial or semantic component. [16] predicts a seediness score for each pixel in addition to the embedding vector. The main advantage of pixel embedding-based segmentation methods lies in their superior performance for overlapping objects and crowded environments, delivering state-of-the-art results in many benchmarks, including those for biological data [23]. Furthermore, they achieve a significant simplification of the pipeline: the same method can now be trained for intensity-based and for boundary-based segmentation. Our approach continues this line of work and employs non-spatial pixel embeddings.

Like the original proposal of [6], all modern embedding networks require fully segmented images for training and compute the loss for the whole image rather than for the individual instances. Even when the supervision annotations are weak, such as scribbles or saliency mask, they are commonly used to create full object proposals or pseudo-labels to allow the loss to be applied to the whole image [18, 47, 33]. Such methods exploit object priors learned by their components which have been pre-trained on large public datasets. At the moment, such datasets or pre-trained backbones are not available for microscopy images. Another popular approach to weak supervision is to replace mask annotations by bounding boxes [24] which are much faster to produce. Given a pre-trained backbone, bounding boxes can be reduced to single point annotations [27], but for training every object must be annotated, however weakly. The aim of our work is to lift this requirement and enable instance segmentation training with positive unlabeled supervision.

Positive unlabeled learning targets classification problems where negative labels are unavailable or unreliable [35, 2]. Three approaches are in common use: generation of negative pseudo-labels, biased learning with class label noise in unlabeled areas and class prior incorporation (see [2] for detailed review). PU learning has recently been extended to object detection [5] and semantic segmentation problems [31]. Our approach enables PU learning for instance segmentation problems via an instance-level consistency loss applied to the unlabeled areas.

The core of our approach consists of the differentiable single instance selection step performed during training. Here, we have drawn inspiration from [38], where the clustering bandwidth is learned in the network training which allows to optimize the intersection-over-union loss for each instance. Still, as the network also needs to be trained to predict a seed map of cluster centers for inference, this method cannot be trained on partially labeled images. Differentiable single instance selection has also been proposed by AdaptIS [44]. However, this method does not use a learned pixel embedding space and thus requires an additional sub-network to perform instance selection. Importantly, AdaptIS does not introduce PU training and relies on a pre-trained backbone network which is not readily available for microscopy images.

3. Methods

3.1. Full supervision

Given an image \( I = \{I_1, \ldots, I_C\} \) composed of \( C \) objects (including background), \( N_k \) pixels in \( I_k \), \( N = \sum_{k=1}^{C} N_k \) pixels in the image and an embedding network \( f: \mathbb{R}^3 \rightarrow \mathbb{R}^D \) which maps pixel \( i \) into a \( D \)-dimensional embedding vector \( e_i \), the discriminative loss [6] is defined by the pull force and the push force terms:

\[
L_{pull} = \frac{1}{C} \sum_{k=1}^{C} \frac{1}{N_k} \sum_{i=1}^{N_k} \left( \left\| \mu_k - e_i \right\| - \delta_{\nu} \right)_+^2 \quad (1)
\]

\[
L_{push} = \frac{1}{C^2} \sum_{k=1}^{C} \sum_{l=1}^{C} \sum_{i=1}^{N_k} \sum_{j=1}^{N_l} \left( \left\| \mu_k - e_i \right\| \left\| \mu_l - e_j \right\| \right)_+ \quad (2)
\]

where \( \left\| \cdot \right\| \) is the L2-norm and \( [x]_+ = \max(0, x) \) is the rectifier function. The pull force \( L_{pull} \) (Eq. 1) brings the object’s pixel embeddings closer to their mean embedding \( \mu_k \), while the push force \( L_{push} \) (Eq. 2) pushes the objects away, by increasing the distance between mean instance embeddings. Note that both terms are hinged, i.e. embeddings within the \( \delta_{\nu} \)-neighbourhood of the mean embedding \( \mu_k \) are no longer pulled to it. Similarly, mean embeddings which are further apart than \( 2\delta_{\nu} \) are no longer repulsed.

We exploit the clustering induced by this loss to select pixels belonging to a single instance and apply auxiliary losses at the instance level (Fig. 2). Crucially, we find that given an instance \( I_k \) it is possible to extract a “soft” mask \( S_k \) for the current network prediction of the instance \( I_k \) in a differentiable way (Fig. 1). We select an anchor point for \( I_k \) at random and project it into the learned embedding space to recover its embedding \( a_k \), which we term anchor embedding. We compute the distance map from all image pixel embeddings to the anchor embedding and apply a Gaussian kernel function \( \phi: \mathbb{R}^D \times \mathbb{R}^D \rightarrow \mathbb{R} \) to “softly” select the pixels within the \( \delta_{\nu} \)-neighborhood of \( a_k \) (\( \delta_{\nu} \) is the pull term margin in Eq. 1):

\[
S_k = \{ \phi(e_i, a_k) \mid i = 1, \ldots, N \}
\]

\[
\phi(e_i, a_k) = \exp \left( -\frac{\left\| e_i - a_k \right\|^2}{2\sigma^2} \right) \quad (3)
\]

...
We require the embeddings within the distance \( \delta_v \) from the anchor embedding \( a_k \) have a kernel value greater than a predefined threshold \( t \in (0, 1) \), i.e. \( \phi(e_i, a_k) \geq t \iff \| e_i - a_k \| \leq \delta_v \). We can thus determine \( \sigma^2 \); substituting \( \| e_i - a_k \| = \delta_v \) in Eq. 3, we get \( \exp \left( -\frac{s^2}{2\sigma^2} \right) = t \), i.e.

\[
\sigma^2 = \frac{-2\ln t}{s^2}
\]

We choose \( t = 0.9 \) in our experiments and refer to Appendix A.7 for a detailed exploration of this hyperparameter.

We can now formulate a loss for a single object segmentation mask by minimizing the Dice loss \( (D) \) of the mask \( S_k \) predicted using Eq. 3 and the corresponding groundtruth mask \( I_k \).

\[
L_{obj} = \frac{1}{C} \sum_{k=1}^{C} D(S_k, I_k)
\]  

Combining the losses in Eq. 1, Eq. 2 and Eq. 4, we get:

\[
L_{SO} = \alpha L_{pull} + \beta L_{push} + \lambda L_{obj}
\]

which we refer to as the Single Object contrastive loss \( (L_{SO}) \). We use \( \alpha = \beta = 1 \) (similar to \([6]\)) and \( \lambda = 1 \) in our experiments. We set the pull and push margin parameters to \( \delta_p = 0.5, \delta_d = 2.0 \).

While Eq. 4 employs the Dice loss, our approach is not limited to Dice and can be used with any differentiable loss function at the single instance level, e.g. binary cross-entropy. Additionally, we explored the adversarial approach and trained a discriminator to distinguish the object masks coming from our differentiable instance selection method or from the groundtruth. More details can be found in Appendix A.1, the results are shown in Table 3.

### 3.2. Weak supervision

To enable training from positive unlabeled supervision, we introduce two additional loss terms: one to push each cluster away from the pixels in the unlabeled region and the other to enforce embedding space consistency in the unlabeled region. For an unlabeled region \( U \) which can contain both background and unlabeled instances, we define an additional “push” term:

\[
L_{U, push} = \frac{1}{C} \sum_{k=1}^{C} \frac{1}{N_U} \sum_{i=1}^{N_U} \left[ \delta_d - \| \mu_k - e_i \| \right]_+^2
\]

where \( C \) is the number of labeled clusters/instances and \( N_U \) is the number of pixels in the unlabeled region \( U \).

Since there is no direct supervision applied onto the unlabeled part of the image, the fully convolutional embedding network propagates the high frequency patterns present in there into the feature space. This is especially apparent for natural images and microscopy images with complex background structures, e.g. electron microscopy (see Fig 3 top left and Fig 6 top, col 3). To overcome this issue, we introduce the embedding consistency term. Given two different embedding networks \( f \) and \( g \), we perturb the input image \( x \) with two different random, location- and shape-preserving augmentations \( t \) and \( t' \) and pass it through \( f \) and \( g \) respectively. The resulting vector fields \( f(t(x)) \) and \( g(t'(x)) \) come from the same input geometry, hence they should result in consistent instance segmentation after clustering, also in the unlabeled part of the input. To enforce this consistency we randomly sample an anchor point from the unlabeled region, project it into the \( f \) - and \( g \) -embedding spaces, to get anchor embeddings \( a_f \) and \( a_g \) and compute two “soft” masks \( S_f \) and \( S_g \) according to Eq. 3. Similarly to Eq. 4 the embedding consistency is given by maximising the overlap of the two masks, using the Dice loss \( (D) \):

\[
L_{U, con} = \frac{1}{K} \sum_{k=1}^{K} D(S_{f_k}, S_{g_k})
\]

where \( K \) is the number of anchor points sampled from the unlabeled region \( U \) such that the whole region is covered by the union of extracted masks, i.e. \( U \approx \bigcup_{k=1}^{K} S_{f_k} \cup S_{g_k} \). Having considered different variants of \( g \)-network including: weight sharing (with and without dropout) and independent training, we choose a momentum-based scheme \([21, 20]\) where the network \( g \) (parameterized by \( \theta_g \)) is implemented as an exponential moving average of the network \( f \) (parameterized by \( \theta_f \)). The update rule for \( \theta_g \) is given by:

\[
\theta_g \leftarrow m \theta_g + (1 - m) \theta_f.
\]

where \( m \) is the momentum coefficient \( m \in [0, 1) \). Briefly, momentum variant provides the fastest convergence rate, improves training stability and is motivated by prior work \([46, 8]\). Significance of the embedding consistency term in weakly supervised setting is illustrated in Fig. 3. Note how the complex patterns present in the background (e.g. the flower pot) are propagated into the embedding space of the network trained without the consistency term (top, column 2), leading to spurious objects in the background after clustering (middle, column 2). In contrast, the same network trained with the embedding consistency loss results in crisp embeddings, homogeneous background embedding and clear background separation with no false positives (column 3). We confirm this observation by PCA-projecting the embeddings of background pixels onto 2D subspace (bottom). Network trained sparsely with the consistency term implicitly pulls background pixels into a single cluster, similar to the fully supervised network where the background pull is enforced by the loss. In contrast, the network trained without the consistency loss does not form a tight background cluster in the feature space. In addition, with a limited annotation budget of a certain number of objects, we achieve (see Appendix A.5) much better segmentation accuracy with objects distributed across many images.
than with a few images fully labeled. The latter is prone to over-fitting, whereas a more diverse training set and the presence of the strong consistency regularizer in the former enables it to train from just a few object mask annotations. Our weakly supervised loss, termed Sparse Single Object loss ($L_{SSO}$), is given by:

$$L_{SSO} = L_{SO} + \gamma \cdot L_{U\_push} + \delta \cdot L_{U\_con}$$  (8)

In our experiments we use $\gamma = \delta = 1$.

Tab 2 and Appendix A.2 shows that using the consistency term (Eq. 7) in a fully-supervised setting, in addition to the instance-based term (Eq. 4) improves the segmentation accuracy at the expense of longer training times. Fig. 2 gives a graphical overview of our training procedure which we term SPOCO (SParse Object CConsistency loss). Extensive ablation study of the individual loss terms can be found in Appendix A.2. In the experiments, we use the term SPOCO to refer to the fully-supervised training (taking all groundtruth objects including the background object). SPOCO@p refers to the weakly supervised positive unlabeled setting, in which a fraction $p \in (0, 1]$ of objects (excluding background) is taken for training. The background label is never selected in the weakly supervised setting, i.e. SPOCO@1.0 means that the network was trained with all labeled objects, excluding background.

### 3.3. Clustering

The final instance segmentation is obtained by clustering the predicted pixel embeddings. Mean-shift [13] and HDBSCAN [7] are commonly used for this task [6, 26, 41]. In this work we experimented with two additional clustering schemes: (1) partitioning [50] of a metric graph derived from pixel embeddings [28] and (2) a hybrid approach where initial mean-shift clusters are refined to conform with the pull-push loss formulation (Sec 3.1). Embeddings from networks $f$ and $g$ are used together in (2), all other clustering methods use the $f$-embeddings only. The advantage of (1) is a much faster inference time, whereas (2) can result in higher-quality segmentations. We refer to Appendix A.4 for a detailed description and comparison of different clustering methods.

### 4. Experiments

The fully- and semi-supervised evaluation is based on:

**CVPPP.** We use the A1 subset of the popular CVPPP dataset [37] which is part of the LSC competition. The task is to segment individual leaf instances of a plant growing in a pot. The dataset consists of 128 training images with public groundtruth labels and 33 test images with no publicly available labels. Test images come with a foreground mask which can be used during inference.

**Cityscapes.** We use Cityscapes [14] to demonstrate the performance of our method on a large-scale instance-level

![Figure 3. Different training schemes, left to right: SPOCO@0.1 trained without embedding consistency; SPOCO@0.1 trained with embedding consistency; SPOCO trained with full supervision (including the background label). Top) PCA-projected embeddings; Middle) corresponding clustering results; Bottom) background pixel embeddings PCA-projected onto 2D subspace.](image)

segmentation of urban street scenes. There are 2975 training images, 500 validation images, and 1525 test images with fine annotations. We choose 8 semantic classes: *person, rider, car, truck, bus, train, motorcycle, bicycle* and train the embedding networks separately for each class using the training set in the full and weak supervision setting. The object sampling procedure used for weakly supervised training is described in the supplementary.

**Light microscopy (LM) datasets.** To evaluate the performance of our approach on a challenging boundary-based segmentation task we selected a 3D LM dataset of the ovules of Arabidopsis thaliana from [51], with 48 image stacks in total: 39 for training, 2 for validation and 7 for testing. Additionally, we use the 3D A. thaliana apical stem cells from [49] in a transfer learning setting. The images are from the same imaging modality as the ovules dataset (confocal, cell membrane stained), but differ in cell type and image acquisition settings. We choose the Ovules dataset as the source domain and Stem cells as the target (*plant1, plant2, plant4, plant13, plant15* are used for fine-tuning and *plant18* for testing).

**Electron microscopy (EM) datasets.** Here we test our method in the transfer learning setting on the problem of mitochondria segmentation. An important difference between light and electron microscopy from the segmentation perspective lies in the appearance of the background which is simply dark and noisy for LM and highly structured for EM. The source domain (VNC dataset) [19] is a small annotated 20 $\times$ 1024 $\times$ 1024px volume of the Drosophila larva VNC acquired with voxel size of 50 $\times$ 5 $\times$ 5nm. We use 13 consecutive slices for training and keep 7 slices for validation.
As target domain we use the 3D MitoEM-R dataset from the MitoEM Challenge [48] a 500 × 4096 × 4096 px volume at 30 × 8 × 8 nm resolution extracted from rat cortex. Slices (0-399) are used for fine-tuning and (400-499) for testing.

4.1. Setups

Any fully convolutional architecture with dense outputs could be used as an embedding network. We choose the U-Net [43, 12]. The depth of the U-Net is chosen such that the receptive field of features in the bottleneck layer is greater or equal to the input patch size. In all experiments we train the networks from scratch without using any pretrained backbones. We use the Adam [25] optimizer with initial learning rate 0.0002 and weight decay 0.00001. Data augmentation consists of random crops, random flips, random scaling and random elastic deformations. For the momentum contrast embedding network, we additionally use additive Gaussian noise, Gaussian blur and color jitter as geometry preserving transformations.

In transfer learning experiments, the source network is always trained with the full groundtruth. On the target domain, we reduce the learning rate by a factor of 10 compared to the source network and use only a small fraction of the objects. VNC dataset is too small to train a 3D U-Net, so we perform EM segmentation in 2D, slice-by-slice. We also downsample VNC dataset by factor 1.6 in XY to match the voxel size of the target MitoEM data.

A detailed description of the network architecture, training procedure and hyperparameter selection can be found in the Appendix A.1.

4.2. Results and Discussion

CVPPP. Table 1 shows the results on the test set. The challenge provides foreground masks for test set images and we assume they have been used by authors of [6, 42, 26] in test time inference. In this setting, SPOCO outperforms [26] and the current winner of the leaderboard on the A1 dataset, keeping the advantage even in the case when the foreground mask is not given, but learned by another network (“predicted FG”). Even without using the foreground mask in the final clustering, SPOCO is close to [26] in segmentation accuracy, achieving much better average difference in counting score (\(|\text{DiC}\)|). We evaluate weakly supervised predictions without the foreground mask as we cannot easily train a semantic network without background labels. Nevertheless, even when training with only 10% of the groundtruth instances (SPOCO@0.1), the Symmetric Best Dice (SBD) as compared with the fully supervised SPOCO (without FG) drops only by 10 percent points. Qualitative results from SPOCO@0.1 can be seen in Fig. 3 (column 3), where the single under-segmentation error is present in the top left part of the image. HDBSCAN with \(\text{min}_\text{size} = 200\) is used for clustering in this case. Visual results and performance metrics for other clustering methods can be found in Appendix A.4. CVPPP dataset was used extensively in the ablation study, see A.2 for details.

Cityscapes. We train our method with sparse (SPOCO@0.4) and full supervision and compare it with the fully-supervised contrastive framework [6]. In [6] authors trained a single model with multiple classes, applying the loss only within a given semantic mask. Since groundtruth semantic masks are not available when training from sparsely labeled instances, we train one model (including our implementation of [6]) for each semantic class. For inference we use pre-trained semantic segmentation model (DeepLabV3 [10]) to generate semantic masks and cluster the embeddings only within a given semantic mask. After initial mean-shift clustering we merge every pair of clusters if the mean cluster embeddings are closer than \(\delta_d\) (push force hinge in Eq. 2). Average Precision at 0.5 intersection-over-union computed on the validation set can be found in Table 2. Our method outperforms [6] with only 40% of the groundtruth objects of each semantic class used for training. This is true for all classes apart from person, car and bicycle where the model requires larger number of annotated objects to reach high precision. Importantly, using consistency term in the fully-supervised setting improves the score by a large margin. The performance of SPOCO@0.4 is almost as good as the fully-supervised SPOCO without the consistency term. We hypothesize that strong regularization induced by the consistency term is crucial for classes with small number of instances. Fig. 4 shows qualitative results on a few samples from the validation set. Network trained with discriminative loss frequently over-segments large instances (trucks, buses, trains). A common mistake in crowded scenes for both methods is the merging of neighboring instances. Segmentation scores at different sampling rates, comparison with a class-agnostic training setting as

| Method                        | SBD  | \(|\text{DiC}|\) |
|-------------------------------|------|-----------------|
| Discriminative loss [6]       | 0.842| 1.0             |
| Recurrent attention [42]      | 0.849| **0.8**         |
| Harmonic Emb. [26]            | 0.899| 3.0             |
| SPOCO (GT FG)                 | 0.932| 1.7             |
| SPOCO (pred FG)               | 0.920| 1.6             |
| SPOCO (w/o FG)                | 0.886| 1.3             |
| SPOCO@0.1                     | 0.788±0.017| 5.4±0.3         |
| SPOCO@0.4                     | 0.824±0.003| 3.2±0.5         |
| SPOCO@0.8                     | 0.828±0.010| 1.6±0.2         |

Table 1. Results on the CVPPP test set. Segmentation (\(SBD\)) and counting (\(|\text{DiC}|\)) scores for fully supervised SPOCO are reported in 3 different clustering settings: (1) with the groundtruth foreground mask, (2) with the predicted foreground mask (3) without the foreground mask. Results for semi-supervised setting SPOCO@p (no foreground mask) are presented for 10%, 40% and 80% of randomly selected groundtruth instances.
Table 2. Segmentation results on the Cityscapes validation set. Average and per-class AP@0.5 scores are reported. DL - discriminative loss [6], S@0.4 - SPOCO@0.4, S w/ con - fully-supervised SPOCO with the consistency term, S w/o con - fully-supervised SPOCO without the consistency term.

<table>
<thead>
<tr>
<th>Class</th>
<th>SPOCO@0.4</th>
<th>S w/ con</th>
<th>S w/o con</th>
</tr>
</thead>
<tbody>
<tr>
<td>person</td>
<td>0.275</td>
<td>0.260</td>
<td>0.270</td>
</tr>
<tr>
<td>rider</td>
<td>0.392</td>
<td>0.396</td>
<td>0.451</td>
</tr>
<tr>
<td>car</td>
<td>0.416</td>
<td>0.301</td>
<td>0.331</td>
</tr>
<tr>
<td>truck</td>
<td>0.486</td>
<td>0.558</td>
<td>0.604</td>
</tr>
<tr>
<td>bus</td>
<td>0.504</td>
<td>0.601</td>
<td>0.637</td>
</tr>
<tr>
<td>train</td>
<td>0.375</td>
<td>0.594</td>
<td>0.656</td>
</tr>
<tr>
<td>motorcycle</td>
<td>0.382</td>
<td>0.405</td>
<td>0.464</td>
</tr>
<tr>
<td>bicycle</td>
<td>0.267</td>
<td>0.214</td>
<td>0.266</td>
</tr>
<tr>
<td>average</td>
<td>0.387</td>
<td>0.412</td>
<td>0.459</td>
</tr>
</tbody>
</table>

3D LM datasets. We compare SPOCO to the method of [51]: a 3-step pipeline of boundary prediction, super-voxel generation and graph agglomeration. Following [51], Adapted Rand Error [15] is used for evaluating the segmentation accuracy. As shown in Table 3, the performance of SPOCO is close to that of the much more complex 3-step PlantSeg pipeline. An additional adversarial loss term (SPOCO with $L_{wgan}$, see Appendix A.1) brings another performance boost and improves SPOCO accuracy beyond the [51] level.

Note that SPOCO trained with 10% of the groundtruth instances already outperforms the original embedding network with discriminative loss [6]. See Fig. 5 (top row) for qualitative results on a randomly sampled test set patch.

Table 3. Evaluation on a 3D LM dataset of Arabidopsis Ovules [51]. The Adapted Rand Error (ARand error) averaged over the 7 test set 3D stacks is reported. Bottom part of the table shows the scores achieved in weakly supervised settings.

<table>
<thead>
<tr>
<th>Method</th>
<th>ARand error</th>
</tr>
</thead>
<tbody>
<tr>
<td>PlantSeg [51]</td>
<td>0.046</td>
</tr>
<tr>
<td>Discriminative loss</td>
<td>0.074</td>
</tr>
<tr>
<td>SPOCO</td>
<td>0.048</td>
</tr>
<tr>
<td>SPOCO with $L_{wgan}$</td>
<td>0.042</td>
</tr>
<tr>
<td>SPOCO@0.1</td>
<td>0.069</td>
</tr>
<tr>
<td>SPOCO@0.4</td>
<td>0.060</td>
</tr>
<tr>
<td>SPOCO@0.8</td>
<td>0.057</td>
</tr>
</tbody>
</table>

Table 4. Evaluation on a 3D LM dataset in a transfer learning setting. Ovules dataset acts as the source domain, Stem dataset as target. Performance is shown as Adapted Rand Error, lower is better. Mean ± SD are reported across 3 random samplings of the instances from the target dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>ARand error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stem only</td>
<td>0.074</td>
</tr>
<tr>
<td>Ovules only</td>
<td>0.227</td>
</tr>
<tr>
<td>Ovules+Stem@0.01</td>
<td>0.141 ± 0.002</td>
</tr>
<tr>
<td>Ovules+Stem@0.05</td>
<td>0.109 ± 0.002</td>
</tr>
<tr>
<td>Ovules+Stem@0.1</td>
<td>0.106 ± 0.004</td>
</tr>
<tr>
<td>Ovules+Stem@0.4</td>
<td>0.093 ± 0.003</td>
</tr>
</tbody>
</table>

3D EM datasets. Table 5 continues the evaluation of SPOCO performance in a transfer learning setting. We report the average precision at 0.5 IoU threshold (AP@0.5) and the mean average precision (mAP). Similar to the LM case, just 1% of annotated objects in the target dataset bring a 1.5 fold improvement in the mean average precision compared to the network trained on source VNC domain only. A comparison to a network trained only on MitoEM (Table 5 bottom) shows that fine-tuning does significantly improve performance for low amounts of training data (1% of the target). With 10% of the annotated objects, fine-tuned VNC network does not reach the performance of the SPOCO@0.1 trained directly on MitoEM (target) due to reduced learning rate. Figure 6 illustrates the EM experiments. The VNC-net only partially recovers 4 out of 7 groundtruth instances and also produces a false positive. MitoEM@0.05 without consistency loss only recovers 2 instances, while the version with the consistency loss recovers

Figure 4. Segmentation results for randomly selected images of different semantic classes on the Cityscapes validation set.

Figure 5. Qualitative results on a randomly sampled test set patch.
Figure 5. LM segmentation in standard and transfer learning settings. **TOP** samples from the 3D Ovules (left) and Stem (right) datasets; **MIDDLE** segmentation of a selected patch (A) from the source domain; **BOTTOM** output of the source (Ovules) network fine-tuned with 1% of instances from the target (Stem) and the corresponding segmentation of a selected patch (B).

Table 5. Evaluation on MitoEM dataset (target) fine-tuned from the VNC net (upper part) and trained from scratch (lower part). The performance is measured through average precision (AP@0.5, mAP). Mean ± SD are reported across 3 random samplings of the instances from the target dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>AP@0.5</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNC</td>
<td>0.234</td>
<td>0.137</td>
</tr>
<tr>
<td>VNC-MitoEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPOCO@0.01</td>
<td>0.568 ± 0.022</td>
<td>0.247 ± 0.025</td>
</tr>
<tr>
<td>SPOCO@0.05</td>
<td>0.398 ± 0.007</td>
<td>0.277 ± 0.006</td>
</tr>
<tr>
<td>SPOCO@0.10</td>
<td>0.389 ± 0.013</td>
<td>0.268 ± 0.007</td>
</tr>
<tr>
<td>MitoEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPOCO@0.01</td>
<td>0.088 ± 0.045</td>
<td>0.046 ± 0.025</td>
</tr>
<tr>
<td>SPOCO@0.05</td>
<td>0.403 ± 0.055</td>
<td>0.280 ± 0.046</td>
</tr>
<tr>
<td>SPOCO@0.10</td>
<td>0.481 ± 0.008</td>
<td>0.340 ± 0.007</td>
</tr>
<tr>
<td>SPOCO</td>
<td>0.560</td>
<td>0.429</td>
</tr>
</tbody>
</table>

5. Conclusion

We presented a novel approach to weak supervision for instance segmentation tasks which enables training in a positive unlabeled setting. Here, only a subset of object masks are annotated with no annotations in the background and the loss is applied directly to the annotated objects via a differentiable instance selection step. The unlabeled areas of the images contribute to the training through an instance-level consistency loss.

We demonstrate the advantage of single-instance losses in a fully supervised setting, reaching state-of-the-art performance on the CVPPP benchmark and improving on strong baselines in several microscopy datasets. Weak positive unlabeled supervision is evaluated on the Cityscapes instance segmentation task and on biological datasets from light and electron microscopy, 2D and 3D, in direct training and in transfer learning. In all cases, the network demonstrates strong segmentation performance at a very reduced manual annotation cost.

In the future, we plan to explore the possibility of fully self-supervised pre-training using the consistency loss and an extended set of augmentations. This would open up the possibility for efficient fine-tuning of the learned feature space with point supervision for both semantic and instance segmentation tasks.

Limitations. The main drawback of the proposed approach is the lack of a universal clustering method to assign instance labels to pixels based on their embeddings. The existing methods all have benefits and drawbacks; there is no consistent winner that would work robustly across all segmentation benchmarks. Appendix A.4 contains a detailed comparison of different clustering algorithms.
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