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Abstract

Image-to-video person re-identification aims to retrieve
the same pedestrian as the image-based query from a video-
based gallery set. Existing methods treat it as a cross-
modality retrieval task and learn the common latent em-
beddings from image and video modalities, which are both
less effective and efficient due to large modality gap and re-
dundant feature learning by utilizing all video frames. In
this work, we first regard this task as point-to-set matching
problem identical to human decision process, and propose
a novel Temporal Complementarity-Guided Reinforcement
Learning (TCRL) approach for image-to-video person re-
identification. TCRL employs deep reinforcement learning
to make sequential judgments on dynamically selecting suit-
able amount of frames from gallery videos, and accumu-
late adequate temporal complementary information among
these frames by the guidance of the query image, towards
balancing efficiency and accuracy. Specifically, TCRL for-
mulates point-to-set matching procedure as Markov deci-
sion process, where a sequential judgement agent measures
the uncertainty between the query image and all historical
frames at each time step, and verifies that sufficient comple-
mentary clues are accumulated for judgment (same or dif-
ferent) or one more frames are requested to assist judgment.
Moreover, TCRL maintains a sequential feature extraction
module with complementary residual detectors to dynam-
ically suppress redundant salient regions and thoroughly
mine diverse complementary clues among these selected
frames for enhancing frame-level representation. Extensive
experiments demonstrate the superiority of our method.

1. Introduction

Person re-identification (Re-ID) is the task of search-
ing the target samples from the gallery set which have the
same identity with the given query. [5, 35]. It has been
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Figure 1. Image-to-video person Re-ID essentially belongs to
point-to-set matching problem, identical to human decision pro-
cess for pedestrian matching. Due to abundant redundant infor-
mation and even noisy information within consecutive frames, the
best similarity score between a query image and a gallery video is
often not obtained when employing all frames of the video.

widely studied in the computer vision community during
the past few years, due to its large potential in the intelli-
gent surveillance, video analysis and human-robot interac-
tion, etc [5, 42]. It is a quite challenging task, derived from
the dramatic variations in camera viewpoint, body pose, il-
lumination, as well as the influence of cluttered background
and partial occlusion.

In general, person Re-ID can be mainly divided into
two categories: image-based Re-ID [8, 19, 43] and video-
based Re-ID [3, 36, 39]. The main difference between them
is that for the former, the query and gallery samples are
both images, while the query and gallery samples are both
videos for the latter. In these two categories, the samples to
be matched are homogeneous. Recently, image-based and
video-based Re-ID have achieved impressive progress, ben-
efiting from the development of deep learning technique.
However, in many practical scenarios, person Re-ID re-
quires to find the target pedestrian in numerous videos ac-
cording to a query image. One situation is that, given an im-
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age of a criminal, the person Re-ID system should retrieve
the criminal across multiple non-overlap video sequences.
Such brings out an emerging task, i.e., image-to-video (I2V)
person re-identification [7, 28, 33].

Contrary to image and video based Re-ID, I2V Re-ID
is more challenging due to the information asymmetry be-
tween images and videos. Videos contain plenty of tem-
poral information across time dimension, which results in
feature distribution discrepancy and increasing the diffi-
culty of measuring the similarity scores between image and
video samples [25]. To tackle with this issue, existing I2V
Re-ID methods dedicate to 1) project images and videos
into a common embedding space by distance metric learn-
ing [27, 30, 33, 47, 48] or 2) propagate the temporal knowl-
edge learned from the video representation network to the
image representation network via temporal knowledge dis-
tillation [7, 25, 28]. However, the aforementioned methods
are both less effective and efficient. They simply treat I2V
Re-ID as a cross-modality retrieval task, and enforce image
and video features to resemble each other even though the
image is completely different from the video due to lack-
ing temporal dimension. Moreover, as illustrated in Fig-
ure 1, video sequences often mingle vast redundant appear-
ance clues and noisy information, these methods directly
exploit all frames of videos without discovering discrimi-
native complementary information among them and avoid-
ing the interference of noisy information, leading to poor
feature representation and inefficient model.

In this work, we first regard this task as point-to-set
matching problem that is the same with human decision
process, and propose a novel Temporal Complementarity-
Guided Reinforcement Learning (TCRL) approach for
image-to-video person re-identification. TCRL exploits
deep reinforcement learning to accumulate adequate com-
plementary information from suitable amount of frames by
making sequential judgements on the query images and the
gallery videos, towards balancing efficiency and accuracy.
Concretely, TCRL formulates point-to-set matching proce-
dure as Markov decision process, where a sequential judge-
ment agent measures the uncertainty between the image
feature and the frame-level feature containing the tempo-
ral complementary information of all historical frames at
each time step, and learns the optimal policy to make the
judgment that the model have collected enough evidence for
identifying the same pedestrian and distinguishing differ-
ent pedestrians, or requests one more video frames to assist
recognizing. In addition, TCRL designs a sequential feature
extraction module with complementary residual detectors to
improve the capacity of the frame-level feature by absorb-
ing the diverse complementary information among these se-
lected video frames. The complementary residual detec-
tor learns the most salient features that have been activated
in previous frames by a multi-head attention mechanism,

which are then utilized as the salient convolutional ker-
nel to estimate the suppression masks for other subsequent
frames. The suppression masks restrain the common salient
information and thoroughly discover the remaining poten-
tial discriminative information of other subsequent frames.
Extensive experiments on two benchmarks demonstrate the
effectiveness and efficiency of our method, surpassing the
state-of-the-art methods by a large margin.

The main contributions of this paper are as following:
(1) We first regard I2V Re-ID as point-to-set matching
problem, and propose a novel Temporal Complementarity-
Guided Reinforcement Learning (TCRL) approach, to-
wards achieving both efficiency and accuracy. (2) We for-
mulate point-to-set matching procedure as Markov decision
process, and train an agent to make sequential judgments on
adaptively selecting suitable amount of frames from gallery
videos by the guidance of a query image for recognizing
pedestrians. (3) We design a sequential feature extraction
module with complementary residual detectors to dynami-
cally suppress common salient information and thoroughly
mine potential complementary clues among these selected
video frames for enhancing the capacity of frame-level fea-
tures of pedestrians.

2. Related Work
Image and Video based Re-ID. Image and video based

person Re-ID have been extensively studied in the past
years [20, 32]. At the early stage, researchers pay more
attention to design discriminative hand-crafted descriptors
[6, 17, 29] and/or learn robust distance metric function
[15, 23, 34, 45]. With the rise of deep learning technique,
deep learning based methods have gained a great suc-
cess and the performance is improved significantly on the
widely-used image and video benchmarks. For example,
Zhang et al. [42] proposed a deep graph model termed Het-
erogeneous Local Graph Attention Network, which mod-
els the inter-local relation and the intra-local relation in the
completed local graph, simultaneously.

I2V Person Re-ID. Different from image and video-
based person Re-ID, I2V person Re-ID [27] requires to
learn heterogeneous features from image and video domains
for matching pedestrians. Some works [30,37,47,48] focus
on projecting image and video embeddings into a shared
feature space. For example, Zhu et al. [47] proposed a joint
feature projection matrix and heterogeneous dictionary pair
learning (PHDL) approach, which jointly learns an intra-
video projection matrix and a pair of heterogeneous image
and video dictionaries. Zhu et al. [37] proposed a cross-
modality matching framework for I2V Re-ID, which adopts
CNN and LSTM model for deep feature extraction and tem-
poral information of video encoding, and further utilizes a
neural network for similarity measure learning. Besides,
some other methods [7, 25, 28] attempt to propagate the
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Figure 2. The overall architecture of the proposed TCRL. It consists of three components: a backbone network, a sequential feature
extraction module (SFE) equipped with complementary residual detectors (CRD), and a sequential judgement agent (SJA).

temporal knowledge learned by video feature network to
image feature network for solving information asymmetry
problem. For example, Gu et al. [7] proposed a Temporal
Knowledge Propagation framework to transfer temporal in-
formation from video embedding network to image one, and
learn a shared feature. Shim et al. [28] proposed a Recip-
rocal Attention Discriminator along with two losses, which
integrates asymmetric information of image-video pair by
using non-local operation.

Reinforcement Learning. Reinforcement Learning
(RL) aims at training an agent to learn the optimal policy
by interacting with dynamic environment [16], which has
been introduced in many computer vision tasks, e.g., object
detection [21,40] and visual tracking [12,26]. Recently, RL
has been applied for image and video based person Re-ID
to generate spatial or temporal attention [1, 22, 24, 38], but
is not considered for I2V person Re-ID. For example, Chen
et al. [2] proposed a recurrent 3-dimensional attentive rein-
forcement learning framework, which jointly attends to the
salient body parts of person videos on both spatial and tem-
poral dimensions. Li et al. [13] proposed a Deep Reinforce-
ment Attention Learning (DREAL) framework, which facil-
itates visual recognition in a quality-aware manner, and em-
ploys recurrent critics that assess the attention action based
on performance improvement.

3. Method

To effectively and efficiently learn discriminative pedes-
trian representations under point-to-set matching setting,
we introduce a novel Temporal Complementarity-Guided
Reinforcement Learning (TCRL) approach for image-to-
video person re-identification. The overall detailed archi-

tecture of the proposed TCRL is illustrated in Figure 2. It
mainly consists of three components: a backbone network ,
a sequential feature extraction module (SFE) equipped with
complementary residual detectors (CRD) , and a sequential
judgement agent (SJA).

3.1. Backbone Network

Given a gallery video sequence denoted as {It}Tt=1, the
backbone network (the first four residual layers of ResNet-
50 model [9]) is employed to extract the initial frame-level
features {fgt |fgt ∈ RH×W×C}Tt=1, where H , W and C
are the height, weight and channel size of each feature fgt ,
T indicates the total number of the video sequence and t is
the index of the frame. Meanwhile, the backbone network
also extracts the initial feature of the query image, which is
denoted as f q ∈ RH×W×C .

3.2. Sequential Feature Extraction Module

In contrast to a single query image, a gallery video
sequence contains rich spatial-temporal appearance clues,
which are beneficial for learning robust feature representa-
tion. Existing video feature extractors are limited to per-
form the same operation on each video frame, leading to
high redundant representations of different frames that only
highlight nearly identical local regions [14]. Thus, we in-
troduce a sequential feature extraction module equipped
with complementary residual detectors to effectively mine
complementary information from consecutive frames and
learn more complete and informative frame-level features.
Given the initial frame-level features of a gallery video
{fgt |fgt ∈ RH×W×C}Tt=1, the complementary residual
detector is employed to surpass redundant salient regions
have been activated in previous frames and explore comple-
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mentary information within the current frame to enhance
the frame-level representation. The overview of the com-
plementary residual detector is shown in Figure 2. Specifi-
cally, in order to extract the reinforced frame-level feature,
the detector is composed of three operations: salient region
location, residual information excavation and complemen-
tary feature learning.

Salient Region Location. This operation aims to find
the redundant salient features have been captured in previ-
ous frames. Specifically, we denote fr

gt−1
∈ RH×W×C′

as
the extracted reinforced frame-level feature of the (t−1)-th
frame, containing the temporal complementary information
of all previous t − 1 frames. A 1 × 1 convolution layer is
applied on fr

gt−1
for projecting it into f̂

r

gt−1
∈ RH×W×C ,

which has the same channel dimension with fgt . To dis-
cover the most activated salient regions of previous t − 1
frames, a simple yet effective multi-head attention mech-
anism (implemented by another two convolution layers) is
employed to weight the importance of each spatial position
and produce k2 diverse attention maps. The multi-head at-
tention mechanism is formulated as following:

As = ReLU(gs2(BN(gs1(f̂
r

gt−1
)))) (1)

where gs1 and gs2 denotes two convolution layers, BN is
batch normalization layer and ReLU refers to a rectified
linear unit layer. The output channels of gs2 is k2. The
result As ∈ Rk2×H×W represents the varied salient re-
gions of the feature map f̂

r

gt−1
. After that, the salient fea-

ture St−1 of all these t − 1 video frames are learned by
St−1 = Asf̂

r

gt−1
∈ Rk2×C .

Residual Information Excavation. The operation sup-
presses the activated redundant salient regions before and
mines remaining complementary regions of the latter frame
for capturing residual complementary information. We
firstly reshape St−1 into St−1 ∈ Rk×k×C×1, which is
viewed as a salient convolutional kernel, with kernel size
of [k, k], input channels of C and output channels of 1. The
salient convolutional kernel is then employed to perform a
convolution operation on the initial frame-level feature fgt
of the latter t-th frame. It is formulated as following:

M t = softmax(fgt ⊗ St−1) (2)

where ⊗ denotes the convolution operation, softmax is ap-
plied on the H × W dimension for normalizaiton. M t ∈
RH×W is the suppression mask, which is an affinity ma-
trix presenting high relevance values for the salient feature
St−1 captured in previous frames with respect to the t-th
frame. It is worth noting that M t in fact reflects the patch-
wise similarity at every spatial location between the feature
maps f̂

r

gt−1
and fgt . Moreover, the residual complemen-

tary information of the t-th frame is mined by

Rt = (1−M t) · fgt (3)

while the salient feature with high similarities is suppressed
for the frame t.

Complementary Feature Learning. This operation uti-
lizes the specific complementary learners (CL) to encode
the residual complementary information and learn the rein-
forced frame-level features of the latter frame. Concretely,
the complementary feature f c

gt is computed as following:

f c
gt = CLt(Rt) (4)

where CLt is constructed by the last residual layer of
ResNet-50 model for learning identity-related feature from
the residual complementary information of frame t. It
shares the same parameters in the first two residual blocks
and has its specific parameters in the last block for different
frames [10]. The different specific learners perform collab-
oratively to discover diverse complementary visual cues, to-
wards generating integral characteristic of the identity. Af-
ter that, the reinforced frame-level feature of the t-th frame
is obtained as following:

fr
gt = f c

gt + fr
gt−1

(5)

By recursively performing the complementary residual de-
tector on all the frames sequentially, the corresponding re-
inforced frame-level features {fr

gt}
T
t=1 of these frames of

the gallery video are learned. Besides, the query image is
also treated as a video sequence containing only one frame,
and obtains its reinforced feature fr

q in the same way. Such
features {fr

gt}
T
t=1 are finally applied with a global average

pooling operation to produce the feature vectors {vr
gt}

T
t=1.

3.3. Sequential Judgement Agent

Consecutive frames of a video usually contain vast re-
dundant information, even noisy information caused by par-
tial occlusion, cluttered background or inaccurate detection
[14, 18, 30]. Therefore, the approach of directly using all
frames to obtain the integral characteristic of a pedestrian
is computationally inefficient, and gives rise to discrimina-
tion degradation of the learned representation. Considering
that, we formulate I2V Re-ID problem as a Markov decision
process (MDP), and utilize the sequential judgement agent
to dynamically select suitable amount of video frames for
pedestrian matching, which is illustrated in Figure 2. At
each time step t, the agent takes the first t frames of the
gallery video and the query image as a dynamic environ-
ment to observe the state st, executes the action at from
the learned experience, receives the reward rt, towards op-
timizing the policy. Then, if the current episode is not ter-
minated, this agent will take one more frame of the gallery
video and the query image to update the state st+1, at the
next time step t+ 1. The details of the state, action, reward
and the architecture of the agent are elaborated below.

State. The state st at time step t in the episode con-
sists of four components st = [vr

q,vgt ,v
r
gt , |v

r
q − vr

gt |],
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where vr
q,v

r
gt ∈ RC′

are the reinforced feature vectors of
the query image and the t-th frame, respectively. vgt ∈ RC′

is the initial feature vector of the t-th frame learned from the
backbone network with the specific complementary learner.
These four components are essential and complementary,
because vr

q and vgt provide visual content of current time,
vr
gt contains the historical complementary information of

all previous frames and |vr
q − vr

gt | represents the feature
affinity of the query image and the gallery video.

Agent. We adopt deep deterministic policy gradient
(DDPG) [16] to construct the sequential judgement agent,
which consists of four parts, i.e., an actor, a critic, a tar-
get actor and a target critic. These four parts are all im-
plemented with three fully connected layers. The last fully
connected layer of the actor and target actor is followed by
a Sigmoid function to maintain the value of the action at

lies between 0 and 1.
Action. The agent defines two types of actions: continue

or end. The former action indicates the agent requires one
more frame from the gallery video for distinguishing differ-
ent pedestrians. The latter one indicates immediately termi-
nating the current episode, which means the agent has accu-
mulated enough temporal complementary information from
the limited number of frames to make the judgement of dis-
tinguishing the identities, avoiding unnecessary computa-
tion. Specifically, when the value of the action at < 0.5,
the agent requires to explore next frame, and when the value
of the action at ≥ 0.5, the current episode should be termi-
nated. Besides, when the agent comes to the last frame of
the gallery video, it is forced to terminate.

Reward. The reward reflects the value of the action ex-
ecuted by the agent with regard to the state. We define the
reward at time step t as following:

rt =


r0 , if stimulate
−r0 , if punishment
Tanh(1− t

β ) · r0 , otherwise
(6)

At each time step t, we apply L2 normalization on the
channel dimension of the feature vectors vr

q and vr
gt , and

measure the similarity score as zt = vr
q · vr

gt
T . If the ac-

tor requires the next frame to assist pedestrian recognition
(at < 0.5), we compute the reward (rt = Tanh(1− t

β ) · r0)
based on frame index t, which encourages the agent to
gather more temporal complementary information for en-
hancing feature representation when t is tiny at the begin-
ning, while punishes it for exploring excess frames when t
is large to ensure high efficiency. The similarity score be-
tween the current frame t and the query image is recorded
in buffer Z . Besides, if the actor terminates the current
episode (at ≥ 0.5), we stimulate the agent (rt = r0) in
two situation: 1) if zt > max(Z) and the query image has
the same identify with the gallery video; 2) if zt < min(Z)

and the query image has different identity with the gallery
video. And we give the agent a punishment (rt = −r0) in
the other situation.

3.4. Model Optimizing

Triplet loss and identification loss [36, 42] are widely
used in task of person re-identification. We adopt the frame-
wise triplet loss with hard mining strategy and frame-wise
identification loss with label smoothing regularization to
train the sequential feature extraction module and optimize
the feature vectors vr

q and {vr
gt}

T ′

t=1 (T ′ is the index of the
selected last frame of the gallery video by the sequential
judgement agent.) Triplet loss and identification loss are
denoted as Ltri and Lide, respectively. The total loss for SFE
is computed as following:

Lsfe = Ltri + Lide (7)

In order to optimize the actor and critic of the
agent, we first random sample a batch of data B =
{(st,at, rt, st+1,dt)} (where dt indicates whether the cur-
rent episode is terminal) in the replay buffer D, and then
compute the target long-term reward Rt [16] as following:

Rt = rt + γ(1− dt)Ctarget(st+1,Atarget(st+1)) (8)

Where Ctarget is the target critic, Atarget is the target actor,
and γ ∈ [0, 1] is a discount factor. The critic network C of
the agent is optimized with mean squared error (MSE) loss:

Lcrt = E
(st,at,rt,st+1,dt)∼D

[(C(st,at)−Rt)
2] (9)

The actor A of the agent is optimized by performing gradi-
ent descent to solve:

Lact = −E
st∼D

[C(st,A(st))] (10)

The target critic and actor are updated by performing expo-
nential moving average policy on the critic and actor.

4. Experiments
4.1. Experiment Settings

Datasets. MARS [44] is one of the largest video bench-
mark, which consists of 20,715 video sequences of 1,261
identities. The training set contain 625 identity, each iden-
tity has 13.2 video sequences on average and each video
sequence has 59.5 frames on average. During inference, the
query set and gallery set has 636 identities. The first frame
of each query video is employed as query image to perform
I2V Re-ID, following [7]. iLIDS-VID [31] is a small-scale
video benchmark, which contains 600 video sequences of
300 identities. The length of each video sequence changes
from 22 to 192 frames, with an average of 71 frames. The
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Table 1. Performance comparison to the state-of-the-art methods
on MARS dataset.

Method Rank-1 Rank-5 Rank-10 mAP
MPHDL [48] 39.1 53.8 63.3 -

P2SNet [30] 55.3 72.9 78.7 -

TMSL [7] 56.5 70.6 - -

XQDA [4] 67.2 81.9 86.1 54.9

TKP [7] 75.6 87.6 90.9 65.1

DSA [41] 78.3 88.9 91.4 68.7

STE-NVAN [18] 80.3 - - 68.8

SAA-CMIL [27] 81.3 91.7 93.8 72.6

READ [28] 81.5 91.2 93.3 69.9

ResVKD [25] 83.9 93.2 - 77.3

TCRL 86.0 92.5 94.2 80.1

whole dataset is randomly split into a training set, a query
set, and a gallery set. The training set has 150 identities, and
the query set and gallery set share the rest 150 identities.
During inference, the first frames of all videos captured by
the first camera are employed to perform I2V person Re-ID,
consistent with the methods [30, 37].

Implementation Details. We adopt ResNet-50 model
[9] pre-trained on ImageNet in our TCRL. The last stride
of ResNet-50 model is set to 1. At the training stage, each
min-batch contains 4 identities and each identity has 4 in-
put video clips. We randomly sample T = 6 frames from
video sequences as input clip. All frames are resized into
256 × 128 pixels. Random flipping strategy is used for
data augmentation. The Adam optimizer is adopted to opti-
mize the sequential feature extraction module with the ini-
tial learning rate of 3e−4 and the weight decay of 5e−4 for
150 epochs. The learning rate is decayed by 0.1 every 40
epochs. After that, we randomly choose positive or nega-
tive query image and gallery video pairs with ratio 1 : 1
to train the sequential judgement agent and the sequential
feature extraction module. We train the two components for
50 epoch with Adam optimizer. The learning rates of the
actor and critic for the agent are set to be 1e−4 and 1e−5,
respectively. The kernel size k of CRD is set to 3. r0 and
β in Eq. 6 are set to 1.0 and 1.9, respectively. The discount
factor γ is 0.99. All the experiments on the two benchmarks
follow the same settings described above. During inference,
we follow [18] to sample the first frames from T equally-
divided chunks for producing the input video clips.

Evaluation Metrics. Two standard metrics are adopted
to evaluate the performance of I2V Re-ID algorithms, that
are Cumulative Matching Characteristic at Rank-1, Rank-5,
Rank-10, and mean average precision (mAP).

Table 2. Performance comparison to the state-of-the-art methods
on iLIDS-VID dataset.

Method Rank-1 Rank-5 Rank-10

PSDML [46] 13.5 33.8 45.6

LERM [11] 15.3 37.1 49.7

PHDL [47] 28.2 50.4 65.9

MPHDL [48] 32.6 55.8 69.3

TMSL [7] 39.5 66.9 79.6

P2SNet [30] 40.0 68.5 78.1

CME [33] 40.1 67.2 79.7

TKP [7] 54.6 79.4 86.9

SAA-CMIL [27] 54.7 78.0 87.3

TCRL 77.3 94.7 96.7

4.2. Comparison to State-of-the-Art Methods

Result on MARS. In Table 1, we compare the perfor-
mance of the proposed TCRL with 10 state-of-the-art ap-
proaches on MARS dataset. We can observe that TCRL
outperforms all these methods by a large margin, partic-
ularly surpassing the second best method ResVKD [25]
by 2.1% Rank-1 accuracy and 2.8% mAP. The compari-
son clearly validates the effectiveness and superiority of
TCRL. The main reasons for the obvious improvement are:
1) the sequential judgement agent selects suitable number
of frames from gallery video clips, which reduces the influ-
ence of noisy information from redundant frames; 2) the se-
quential feature extraction module enhances the capacity of
frame-level feature by thoroughly mining potential comple-
mentary clues among these selected frames. More impor-
tantly, compare with all these methods that regard I2V per-
son Re-ID as a cross-modality task and attempt to directly
project image and video features into the common embed-
ding space or propagate the temporal knowledge, TCRL
treats I2V Re-ID as a point-to-set matching task, which can
achieve both efficiency and accuracy.

Result on iLIDS-VID. We compare TCRL with 9 state-
of-the-art approaches on iLIDS-VID dataset in Table 2. The
proposed TCRL reaches the best re-identification perfor-
mance of 77.3% Rank-1 accuracy, outperforming all ex-
isting methods by a large margin. It improves the second
best method SAA-CMIL [27] by 22.6% Rank-1 accuracy.
The comparison demonstrates the powerful capability and
applicability of the proposed TCRL on the relatively small
person Re-ID benchmark.

4.3. Ablation Study

Effectiveness of Components. To verify the impact of
each component within TCRL, we report the results of ab-
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Table 3. Evaluation of the effectiveness of each component of
TCRL on MARS dataset.

Model Frames Rank-1 Rank-5 Rank-10 mAP

Basel 6.0 82.8 92.0 93.5 74.4

Basel+SFE 6.0 85.3 92.9 94.0 78.8

Basel+SFE+SJA 4.2 86.0 92.5 94.2 80.1

Table 4. Analysis on the influence of parameter β for SJA on
MARS dataset.

β Frames Rank-1 Rank-5 Rank-10 mAP
1.8 3.2 84.3 92.1 93.7 77.8
1.9 4.2 86.0 92.5 94.2 80.1
2.0 5.5 85.2 93.0 94.1 78.9

lation study in Table 3. Basel denotes only using ResNet-
50 model to extract the image-level and video-level repre-
sentation. Basel+SFE represents that we utilize the back-
bone network and SFE equipped with CRD to extract the
reinforced query and frame-level features by utilizing all
frames. Basel+SFE+SJA refers that we employ the whole
TCRL to dynamically select the suitable amount of frames
from gallery videos to further improve the capacity of the
reinforced features, as well as enhance the model efficiency.
Compared with Basel, Basel+SFE improves the perfor-
mance on Rank-1 accuracy and mAP by 2.5% and 4.4%, re-
spectively. It demonstrates the effectiveness of SFE to mine
the complementary residual clues and suppress redundant
salient regions among video frames for learning reinforced
frame-level features. Moreover, Basel+SFE+SJA surpasses
Basel+SFE by 0.7% Rank-1 accuracy and 1.3% mAP. It
indicates the ability of the sequential judgement agent to
select suitable number of necessary frames from gallery
videos, which further enhances the frame-level representa-
tion by reducing the interference from low quality frames,
and improves the efficiency by only using 4.2 frames on av-
erage for all gallery videos during testing.

Analysis of Sequential Judgement Agent. In Figure
3, we verify the effect of dynamically selecting suitable
amount of frames by SJA, and compare Rank-1 accuracy
and mAP of it with using fixed number of frames. The
blue dots indicate the performance of using fixed length
of video sequences. The red triangle indicates the perfor-
mance of dynamically selecting suitable amount of frames.
We can observe that the agent only uses 4.2 frames on aver-
age to make the judgment on distinguishing different iden-
tities, and achieves the best performance. It surpasses the
performance of using fixed number of frames with vary-

(a) (b)

Figure 3. Evaluation of the influence of dynamically using suitable
amount of frames and using fixed number of frames.

Figure 4. Statistics of the number of used frames for different
gallery videos during testing on MARS dataset.

ing from 1 to 6. The comparison demonstrates that part of
all video frames can provide sufficient discriminative infor-
mation for recognizing pedestrians, and fixedly using more
frames brings about lower efficiency while fixedly using
less frames brings about performance degradation. Thus,
it is significance to adaptively select suitable amount of
frames for each gallery video according to query image,
towards balancing efficiency and accuracy. To further in-
vestigate the decision of the agent for each gallery video,
we record the number of used frames for all gallery videos.
The result is illustrated in Figure 4. It indicates the ability
of the sequential judgement agent to dynamically choose
applicable number of imperative frames for gallery videos,
and enhance efficiency.

Moreover, in Table 4, we also investigate the influence
of the key parameter β on the sequential judgement agent.
When β is small, the reward quickly becomes negative and
small in the subsequent time steps, which enforces the agent
to stop searching more useful frames early. On the con-
trary, when β is large, the reward is large or even maintains
positive in the subsequent time steps, which encourages the
agent to gather excess useless information. Different set-
tings of β make significant influence on the performance of
the agent. From the comparison, we observe that the best
Rank-1 accuracy and mAP are obtained at β = 1.9.

Analysis of Sequential Feature Extraction Module.
We conduct experiments to analysis the influence of the
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Table 5. Evaluation of the sequential feature extraction module
with different settings on MARS dataset.

Model Rank-1 Rank-5 Rank-10 mAP
SFE (T=5) 84.3 92.1 93.8 77.0
SFE (T=6) 85.3 92.9 94.0 78.8
SFE (T=7) 85.0 92.5 94.1 77.6

SFE (k=1) 84.4 92.7 93.2 77.3
SFE (k=3) 85.3 92.9 94.0 78.8
SFE (k=5) 84.7 92.5 93.4 78.2

Table 6. Computational complexity comparison with the state-of-
the-art methods on MARS dataset.

Model Number of Params Number of Frames
TKP [7] 54.4M 7.4

ResVKD [25] 47.0M 8.0

TCRL 35.0M 4.2

length of video sequences T and the size of the salient con-
volutional kernel k for SFE. In Table 5, we can observe that
the sequential feature extraction module achieves best re-
sult with T = 6. This implies when T = 5, the video
sequences can not provide enough complementary infor-
mation for SFE. When T = 7, the gain diminish which is
brought by introducing more noise information from more
frames for SFE. In addition, we find that the performance
of k = 3 is superior to other settings. We consider that the
salient convolutional kernel is not able to filter salient re-
gions when k < 3. And when k is too big, the kernel covers
both the salient and sub-salient regions, which may lead to
the collapse of the performance.

Computational Complexity. To verify the high effi-
ciency of our TCRL, we report the total amount of parame-
ters and the number of used frames on average of all gallery
videos for TCRL and the state-of-the-art methods, in Ta-
ble 6. It can be seen that the computation cost of TCRL
is far less than ResVKD [25] and TKP [7]. Besides, com-
pared with them, TCRL requires fewer number of frames
for gallery videos to obtain better re-identification perfor-
mance. Such indicates the efficiency and effectiveness of
our TCRL. Note that due to GPU limitation, fixed length of
T = 6 of video clips are generated as input from gallery
videos. If given video clips with much more frames, TCRL
can improve the efficiency more significantly.

Visualization Results. Figure 5 gives the visualization
results of the learned feature maps of the selected frames
for two video sequences by TCRL. We can see that TCRL

Figure 5. Visualization results of the learned feature maps of the
selected frames for two video sequences on MARS dataset.

is able to capture the salient region for the first frames. For
subsequent frames, TCRL suppresses the redundant salient
region, and focuses on a broad complementary region with
informative clues to cover nearly whole foreground and
learn more discriminative frame-level feature. Such verifies
the powerful capacity of TCRL to thoroughly mine tem-
poral complementary information across video frames for
enhancing feature representation.

5. Conclusion
In this work, we first regard I2V Re-ID as point-

to-set matching problem, and propose a novel Temporal
Complementarity-Guided Reinforcement Learning (TCRL)
approach, towards achieving both efficiency and accu-
racy. TCRL formulates point-to-set matching procedure
as Markov decision process, and trains a sequential judge-
ment agent to measure the uncertainty between the query
image and all historical frames of gallery videos at each
time step, and learn the optimal policy to adaptively select
suitable amount of frames to make the decision on whether
the model has collected enough evidence for identifying
the same pedestrian or distinguishing different pedestrians.
Besides, TCRL maintains a sequential feature extraction
module with complementary residual detectors to dynam-
ically suppress redundant salient regions activated in pre-
vious frames and thoroughly mine new and potential com-
plementary clues among subsequent frames for enhancing
frame-level representation. Extensive experiments verify
the superiority of the proposed TCRL.
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