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Abstract

With the rapid development of display technology, it has
become an urgent need to obtain realistic 3D surfaces with
as high-quality as possible. Due to the unstructured and
irregular nature of 3D object data, it is usually difficult
to obtain high-quality surface details and geometry tex-
tures at a low cost. In this article, we propose an effec-
tive multimodal-driven deep neural network to perform 3D
surface super-resolution in 2D normal domain, which is
simple, accurate, and robust to the above difficulty. To
leverage the multimodal information from different perspec-
tives, we jointly consider the texture, depth, and normal
modalities to simultaneously restore fine-grained surface
details as well as preserve geometry structures. To better
utilize the cross-modality information, we explore a two-
bridge normal method with a transformer structure for fea-
ture alignment, and investigate an affine transform mod-
ule for fusing multimodal features. Extensive experimen-
tal results on public and our newly constructed photometric
stereo dataset demonstrate that the proposed method deliv-
ers promising surface geometry details compared with nine
competitive schemes.

1. Introduction
With the increasing improvements of the capability and

demand in the sensing and analyzing of real-world objects,
more and more 3D vision-based applications require the in-
put of high-quality object surface [11, 43]. However, most
current 3D acquisition devices do not provide high-quality
3D data. In view of this practical difficulty, it is desirable to
develop low-cost computer vision methods to enhance the
acquisition quality for 3D data collectors.

Intuitively, the most straightforward way to improve the
quality of an acquired 3D surface data is to directly perform
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Figure 1. Illustration of the proposed multimodal transformer
framework for 3D surface super-resolution. The texture, depth,
and normal modalities are jointly investigated to perform 3D sur-
face super-resolution in 2D domain.
the up-sampling operation in 3D domain. The existing stud-
ies can be classified as voxel-based, point cloud-based, and
mesh-based methods according to the representation of a
3D surface. 1) The voxel-based methods [6] have been used
in 3D surface processing for many years, which commonly
have high requirements for equipment and computation. 2)
Point cloud is the most simple way to represent a 3D object,
which has been directly up-sampled [26, 40, 44] based on a
special convolutional neural network (CNN) structure [29].
Due to the intrinsic irregularity of point cloud, it is diffi-
cult to achieve dense and high-quality 3D surface enhance-
ment results. 3) Mesh-based methods, as the most wildly-
used 3D representation, have been studied based on mesh
subdivision and vertex interpolation [3]. With the devel-
opment of deep neural networks, mesh-based CNN struc-
tures [12, 14, 32] have inspired several data-driven methods
for the up-sampling operation on mesh-based 3D surfaces
[24]. Nevertheless, these traditional schemes can only opti-
mize some mathematical properties of the mesh data, while
learning-based methods face the problem of large amounts
of insufficient data.

Due to the aforementioned difficulties in improving sur-
face quality in 3D domain, some preliminary investigations
have aimed to enhance the surface quality in 2D domain. By
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representing 3D surface in 2D domain using normals and
displacements in the field of physical cloth enhancement
[19], the related 3D surface has been indirectly up-sampled
through 2D image super-resolution (SR) algorithms [45].
This kind of strategy can avoid a high computational com-
plexity, which is also benefited from well developed 2D
image SR techniques. However, these existing methods in
2D domain usually only explore a single modality, which is
lack of utilizing the multimodal attributes of 3D objects to
further improve the performance of up-sampling.

Inspired by the above discussions, we present a multi-
modal transformer network for 3D surface super-resolution
by jointly considering the texture, depth, and normal modal-
ities as shown in Fig. 1. More specifically, the texture,
depth, and normal data are obtained from a low-resolution
3D object surface. Then, the texture and depth modalities
are firstly aligned by a transformer network to the normal
modality, and the related side features are fused into the
main SR backbone network. Finally, a fine-grained 3D ob-
ject surface is reconstructed by the enhanced normal map.
To sum up, there are three main contributions compared
with the previous approaches:

• To better utilize the modality information acquired by
camera sensors, we investigate a novel multimodal-
driven surface super-resolution network (denoted as
“MNSRNet”) to fuse the texture and depth modalities
so as to enhance a 3D object surface in 2D domain.

• To capture the auxiliary modality information more
easily, the original texture photographs are divided
into hierarchical texture representations in multimodal
pre-processing stage (MPS). Further, we design a new
cross-modality transformer alignment (cmTA) module
to align auxiliary modality information, and explore a
cross-modality affine fusion (cmAF) module based on
affine transform mechanism to fuse the intermediate
features.

• Due to the lack of multimodality training data, we have
also established a new photometric stereo dataset1

which consists of 400 objects. Extensive experimental
results on public and our newly constructed datasets
demonstrate that the proposed method achieves supe-
rior performance compared with 9 competitive meth-
ods.

2. Related Work
In this section, we briefly review some representative

image-based SR methods, including single image super-
resolution (SISR) and multimodal image super-resolution
(MISR), because the proposed 3D surface super-resolution
framework is mainly conducted on 2D normal image.

1
https://drive.google.com/file/d/1At34c7LrIQ_qcJLtFZqbjotngk_cQNeB/view?

usp=sharing

2.1. Single Image Super-resolution

CNN-based SISR method [9] has been widely developed
in the past few years. By introducing the residual learn-
ing, Kim et al. introduced VDSR [17] and DRCN [18] to
ease the training difficulty. Lim et al. proposed EDSR [23]
to cut some unnecessary CNN modules, and established a
deeper network. To handle unknown degradation, Shocher
et al. developed a zero-shot learning network [35]. With the
success of self-attention mechanism in the field of natural
language processing (NLP), the transformer-based structure
has been studied [5, 42]. Besides, some other useful mod-
ules have been also introduced in SISR, such as Laplacian
pyramid structure [20], dense residual structure [47], gener-
ative adversarial network (GAN) [21, 39], attention mecha-
nism [7, 27, 46], dual regression network [13], etc.

The existing SISR methods have achieved promising re-
sults on natural RGB images. However, the normal image is
totally different from the RGB image, where a normal pixel
represents the geometry information. For instance, two ad-
jacent normal pixels may be completely different, and there
is lack of the characteristics of smooth magnitude changes
in an RGB image. In view of this, it is necessary to develop
new approaches for 3D surface super-resolution in 2D nor-
mal domain.
2.2. Multimodal Image Super-resolution

The idea of combining multimodal information, (e.g.,
different view-points, different sensors, different domains),
is a popular research topic in computer vision [36, 48]. In
MISR, some researchers have employed multimodal infor-
mation to enhance the reconstruction performance. For in-
stance, Almasri et al. [2] adopted a high-resolution image
information to up-sample a thermal image obtained by the
thermal camera. Wang et al. [38] utilized the image seg-
mentation map as a prior information to improve the learn-
ing performance of the GAN model. Li et al. [22] employed
a normal image to guide the super-resolution of the texture
image. Deng et al. [8] introduced two images with different
exposures to perform the SR task.

It demonstrates that MISR has been studied in some pre-
liminary investigations, exploration of these methods for 3D
object surface super-resolution based on multimodality is
still in its infancy, partly due to the difficulty of identifying
suitable multimodal descriptors to represent the distinct fea-
tures of 3D surface. To our knowledge, there are few meth-
ods to consider multimodal information in up-sampling a
3D surface in 2D domain. This is the fundamental motiva-
tion of this study.

3. Proposed Method
3.1. Overview

Problem formulation. Our goal is to up-sample a surface
normal map, and then reconstruct it into an enhanced 3D
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Figure 2. Overview of the proposed multimodal super-resolution network for 3D object surface in 2D domain. It mainly consists
of the multimodal pre-processing stage, cross-modality transformer alignment, and cross-modality affine fusion. The SR normal map is
reconstructed as an enhanced 3D surface by surface-from-normal in photometric stereo.

object surface. Since we propose to represent the 3D ge-
ometry surface in 2D normal domain, it becomes a nor-
mal image super-resolution problem. Therefore, the overall
task can be formulated as the optimization of minimizing
a specially-designed distance between the SR normal map
Nsr and the ground-truth normal map Ngt.

min
Nsr

(Loverall(Nsr,Ngt)), (1)

where Loverall(·) represents the special distance which can
be expressed as a weighted sum of the normal pixel loss
Lpix and the normal angle loss Lnor. Then, we have

Loverall(Nsr,Ngt)

= λpixLpix(Nsr,Ngt) + λnorLnor(Nsr,Ngt)

=
λpix

h× w × c
|Nsr −Ngt|1 +

λnor

h× w

∑
i,j

(1− n⊤
i,jñi,j)

, (2)

where (h,w, c) represents the height, width, and channel of
a predicted normal image.

Lpix represents a pixel-wise L1 loss, which is commonly
used in SISR to accelerate the training convergence. Lnor

represents the cosine similarity to restrict the angle loss be-
tween the predicted normal ni,j and the ground-truth nor-
mal ñi,j . Training with the balance of these two loss mea-
sures, our model achieves the minimum reconstruction error
in practice.
Architecture. Previous studies have witnessed the positive
effect of multimodal data in the SR task [2]. In light of
this, we adopt three modalities in photometric stereo, in-
cluding the texture, depth, and normal images. The texture
and depth images are obtained under different lighting con-
ditions at the same view.

The overall of the proposed network architecture is
shown in Fig. 2, and formulated as

Nsr = MSR(Nlr,MEX(Imul)). (3)

where Imul represents the raw multimodal information, in-
cluding multi-lighting texture images, depth image, and
low-resolution (LR) normal image. Generally, Eq. (3) can
be decomposed into two sub-tasks: multimodal feature ex-
traction MEX , and multimodal super-resolution MSR.

The multimodal feature extraction stage, MEX , consists
of the MPS and cmTA modules. Imul is firstly processed by
the MPS module to produce side modality features used to
bridge the related normal maps. Then, these resulted fea-
tures are fed to the cmTA module, McmTA, which has a
transformer structure acted as a feature encoder, aligning
and extracting intermediate features from different modali-
ties. MEX(·) can be represented by

Ftn,Fsn = McmTA(SMPS(Imul,Dp,Nlr)), (4)

where Ftn and Fsn are the aligned side modality features.
(Im,Dp,Nlr) represents the multi-lighting photographs,
depth image, and LR normal image, respectively.

After this cross-modality alignment, several cmAF
blocks (formed a cmAF sequence) are employed to fuse the
side modality features and the main modality features to-
gether. Subsequently, the fused feature maps are fed to an
up-sampling module, which consists of one upscale block,
two 3×3 convolution layers, one vector normalization mod-
ule, and one Bicubic interpolation module connected from
the beginning for the residual learning. MSR(·) can be for-
mulated as

Nsr = ϕ(MUP (McmAFs(Flr,Ftn,Fsn), (5)

where Flr denotes a main modal feature starting with the
shallow features of the LR normal map extracted by three
convolutional layers. McmAFs(·) denotes a cmAF se-
quence, and MUP(·) represents a upscale block. ϕ(·) de-
notes the combination of convolutional layer, vector nor-
malization, and Bicubic interpolation. The vector normal-
ization layer limits the output normal to the unit length, and
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Figure 3. Multimodal pre-processing stage (MPS).
the up-sampling module enlarges a feature map to the out-
put size. There are some choices in the up-sampling mod-
ule, such as deconvolution [28] and pixel shuffle [34]. For
a simple demonstration, we adopt [34] as our upscale block
in the experiments.
3.2. Multimodal Pre-processing Stage (MPS)

In the MPS module, we focus on two main problems: 1)
how to reduce the data distribution differences of the side
modalities between different datasets, and 2) how to estab-
lish a correlation relationship between the side modality and
main modality. For the first problem, we extract the hierar-
chical texture representations from multiple lighting pho-
tographs. For the second problem, we extract two bridge
normal maps to connect the side modality information in
normal domain. The overall pipeline of the proposed MPS
is shown in Fig. 3.
Hierarchical texture. Due to the diversity of the target ob-
ject materials and surface geometry structures, uncertainty
of sensor, and lighting conditions, the raw multi-lighting
photographs may contain many unfavorable issues, such
as exposure errors, shadows from self-obscuring, specula-
tor reflection, and uneven brightness due to different reflec-
tion intensities. However, those misleading noise data also
contains useful information. To fully utilize this kind of in-
formation, we first calculate a pixel-wise darkest texture Id
to capture self-obscuring structures and under-exposure tex-
tures. Then, the lightest image Il is extracted to capture the
non-Lambertian reflection and over-exposure texture infor-
mation. Finally, a pixel-wise average image Ia is extracted
to represent the texture modality less affected by those un-
favorable issues.

Since the brightness of these hierarchical textures can
vary greatly and is not friendly used in the model training,
we propose to adjust the brightness to the same value as
much as possible. The brightness correction in Eq. (6) is
done by calculating a shifting bias, and then the brightness
is aligned to the maximum value without overflowing the
maximum pixel magnitude.

I = I′ +max(min(β, 1−max(I′)),−min(I′)), (6)

where β = µ − I′ denotes a shifting bias, µ denotes the
overall average value in the training dataset. I′ and I rep-
resents the hierarchical texture maps before and after the
correction, respectively.
Bridge normal maps. As aforementioned, a surface nor-
mal image is very different from a natural RGB image. In
such a case, the hierarchical texture images may contain
some unfavorable information, which indicates that the side
modalities may be inconsistent or misaligned to the main
modality. Thus, we propose to use the texture normal map
Nt and the shape normal map Ns as bridges between depth
and normal, and texture and normal, respectively.

Inspired by the observation that a depth image is lack of
the detail information but it contains a rough shape infor-
mation and the position relationship of a given surface, we
generate a shape normal map Ns by average filtering the
normal map with the window size 3×3 and 100 times. The
shape normal map can be reconstructed as a blurry surface,
which is used to represent a rough object shape. Since the
depth and shape normal maps have the similar structures,
we use the shape normal map N in Eq. (7) as a guidance to
align features from a depth image to the normal modality in
the following cmTA module.

Ns = conv(N, κave), (7)

where conv(·) represents the convolution operation, and
κave denotes an average filter kernel.

Similarly, we are looking forward to a hierarchical tex-
ture that can represent the pure texture information without
the shape interference. To obtain the texture normal map
Nt, we propose to compute a directional bias between the
original normal and the shape normal. This computation is
illustrated in Fig. 3, and formulated as

Nt = rot(Nlr| < Ns, z >), (8)

where rot(·) denotes a rotate manipulation, < ·, · > denotes
an element-wise rotation, and z = [0, 0, 1]t represents the
z-axis direction. The texture normal map Nt contains less
shape information, which flattens the reconstructed surface.
Nt represents the high-frequency detail information of a
given surface, which is similar to the extracted texture im-
age without the shape information. Consequently, we pro-
pose to use the texture normal map as a guidance to align
the texture modality from the RGB domain to the normal
domain.
3.3. Cross-modality Transformer Alignment (cmTA)

To align the above cross-modality information, we fur-
ther design a cross-modality transformer alignment (cmTA)
module as shown in Fig. 4. Before cmTA, all the in-
put multimodalities are passed through three 3×3 convo-
lutional layers to extract the related shallow feature Fx (i.e.,
x = {a, l, d}). In other words, Ia, Il, and Id will be mapped
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Figure 4. Cross-modality transformer alignment (cmTA).
to Fa, Fl, and Fd, respectively. Since these extracted hier-
archical texture features may contain rich color and struc-
tural information, their high-frequency information is more
complicated than the original normal map. By introducing
the texture normal map as a bridge, the cmTA module can
capture more texture features, and project them to the nor-
mal domain. Similarly, for the depth feature Fp, since a
depth image not only carries the shape information but also
carries the reconstructed position information, it can assist
in reconstructing the low-frequency of a 3D surface in the
shape normal map domain.

Firstly, a cmTA module can be considered as the combi-
nation of several cmTA blocks and two modality adapters.
Each cmTA block uses the transformer structure to align
one modality feature with a bridge normal feature, and pro-
duces an aligned feature (e.g., average image feature Fa

aligned with the texture normal feature Fan).

Fxn = BcmTA(Fx,Fδ), (9)

where x denotes one of the candidate modality feature, and
δ denotes the corresponding bridge normal feature. It is
noted that when x denotes a texture image, δ means a texture
normal feature. Similarly, when x denotes a depth image, δ
means a shape normal feature.

In Eq. (9), BcmTA(·) denotes a cmTA block. Inspired
by the efficiency of a self-attention mechanism [37] in cap-
turing global information, the proposed cmTA module con-
sists of several transformer encoders similar to [10]. Since
we expect that the proposed deep network can capture the
cross-modality features and map them to the bridge normal
features, the cmTA block is organized in the following re-
cursive structure, and defined in Eq. (10).

Fi+1
xn =

{
Bi

cmE(q, k = Fδ, v = Fx), i = 1

Bi
cmE(q, k = Fδ, v = Fi

xn), n ≥ i > 1
, (10)

where Bi
cmE(q, k, v) denotes the ith cross-modality en-

coder (cmE), and (q, k, v) denotes the self-attention layer
paradigms (query, key, and value). Inside a cmE, each fea-
ture map is cropped to 9 patches with the position embed-
ding. Subsequently, using the self-representation in term of
self-attention, we treat the bridge normal and modality fea-
tures as one, and adopt a multi-head attention mechanism to
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learn the representation between them. By using multiple
recursive structures in Eq. (10), the bridge normal feature
is repeatedly connected to the k and q inputs of the cmE
module via the skip connection structure. In this case, the
proposed network expects to capture the relevant informa-
tion between different modalities, and gradually align the
related information in normal domain.

After the cmTA module, each modality feature pair
would jointly generate a cross-modality feature. However,
as mentioned above, a hierarchical texture map contains
some unfavorable information, thus we further adopt two
modality adapters to reduce the relevant unfavorable infor-
mation. The modality adapters use the channel attention
(CA) [16] followed by one convolution block to model the
importance relationship between different channels. Specif-
ically, it will produce three texture modalities (Fan, Fln, and
Fdn) from a cmTA module. Then, we concatenate them to-
gether as Fxn ∈ R3f×h×w, and use a CA layer followed by
a 1×1 convolution block to distill the most important tex-
ture information Ftn ∈ Rf×h×w. After the process of these
two modality adapters, two aligned texture feature Ftn and
shape feature Fsn are generated, namely side-modality fea-
tures.
3.4. Cross-modality Affine Fusion (cmAF)

After the cross-modality alignment, side-modality fea-
tures are fused into the main-modality to assist the target SR
feature representation. Inspired by the spatial feature trans-
form mechanism [38] which takes a segmentation probabil-
ity map as a prior, we propose the cmAF module, McmAF ,
to fuse the extracted texture and shape features into the
backbone of the SR network step by step. As shown in Fig.
5, cmAF can be separated into the side-modality affine fu-
sion stage and the main-modality affine fusion stage.

In the side-modality affine fusion stage, the CA layer
firstly is used to fuse Fsn and Ftn, which aims to produce
the side-stream feature Fss, representing the joint guidance
combined both the texture and shape information. As men-
tioned earlier, the shape texture is lack of the detail informa-
tion, but it has a strong relationship with the surface vertex
position and structure. We then adopt a 3×3 convolution
block to distill a general shape feature from Fsn ∈ Rf×h×w

to R1×h×w. Based on the fact that a texture feature map
contains more information than a shape feature map, the
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texture feature map can provide more detailed shifting in-
formation, and should not be distilled. Thus, we use a 3×3
convolution block to obtain a general shifting feature from
Ftn ∈ Rf×h×w to Rf×h×w. Finally, Fss will be pixel-
wisely multiplied by a scaling map, and then added to the
shifting map. The side-modality affine fusion in Fig. 5 can
be formulated as

Fsf = Fss ⊗ C1
E(Fsn)⊕ Cf

E(Ftn), (11)

where Fsf denotes the side feature. ⊗ and ⊕ refer to
the element-wise multiplication and addition, respectively.
Cx
E(·) denotes a convolution module consisting of one BN

layer and one ReLU activation layer, which aims to make
the output stable and easier to use.

After obtaining the side feature Fsf , we further employ a
convolution module to learn another affine transform to fuse
different modality features. Since the information of Fsf

has been heavily distilled, we use two convolution blocks
with one ReLU layer to prepare the corresponding affine
shifting and scaling maps for the main-modality feature Fsr

which is defined in Eq. (12).

Fi+1
sr = Fi

sr ⊗ CF (Fsf )⊕ CF (Fsf ) (12)

where Fi
sr denotes the ith main-modality feature in differ-

ent stages of the SR side branch, whose dimension is the
same as Fsf . CF (·) denotes a linear structure of two con-
volution layers and one ReLU layer. As shown in Fig. 2,
this cmAF module will be repeated several times in order
to fully fuse and leverage the cross-modality information.
Finally, the resulted features will be fed into our upscale
module as the rest part of Eq. (5).

4. Experimental Results
4.1. Experimental Protocols

Dataset descriptions. The training of MNSRNet requires
high-resolution labels. Currently, the most widely-used
photometric stereo datasets do not have enough images for
the multimodality training, such as the DiLiGenT dataset
(10 objects) [33] and the Gourd & Apple dataset (3 ob-
jects) [1]. Therefore, we have established a new photo-
metric stereo dataset, namely WPS (wonderful photomet-
ric stereo). WPS contains 400 different objects, including
butterfly wings, leaves, oil paintings, handicrafts, etc. Each
object is captured under 18 predefined lighting conditions
as shown in Fig. 6.

To fairly evaluate the performance of the proposed MN-
SRNet, the testing dataset is composed of DiLiGenT, Gourd
& Apple, and 80 objects selected from WPS. Note that
the rest of objects in WPS are only used for training (e.g.,
9(training):1(validation)). Both the training and testing data
are down-sampled with the Bicubic (BI) degradation by × 1

2
and × 1

4 to generate the LR images as the network inputs.

Figure 6. Illustration of the new wonderful photometric stereo
(WPS) dataset. The first left image shows our set-up for establish-
ing the WPS dataset, which provides 18 lighting directions. The
right side shows some multimodal examples in WPS: from the top
to the bottom are the original texture modality, normal modality,
and depth modality, respectively.
3D surface reconstruction. After obtaining the normal
map Nsr, we can integrate it to obtain the final recon-
structed object surface, which is also called surface-from-
normal (SfN) [31]. Specifically, we have adopted the pub-
lic available discrete geometry-based SfN method [41] to
reconstruct a SR 3D surface.
Evaluation metrics. For quantitative comparisons, we
adopt various quality measurements to evaluate the perfor-
mance as comprehensively as possible. In image domain,
we take the commonly-used indicators in the SISR task,
such as peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM).

Besides, two widely used metrics are used to quantita-
tively measure the 3D reconstruction results [31, 41], in-
cluding mean angular error (MAE) and mean relative depth
error (MRDE).

MAE =
1

∥N∥
∑
i,j

arccos(ñi,j · ni,j), (13)

where ñi,j and ni,j denotes the predicted normal and the
ground-truth normal, respectively. ∥N∥ represents the total
number of input normal pixels. In normal domain, five sta-
tistical indicators are computed in terms of MAE, including
Mean, Median, 5◦, 10◦, and Variation.

MRDE is used to evaluate the accuracy of the estimated
vertexes.

MRDE =
1

∥N∥
∑
i,j

||p̃i,j − pi,j ||, (14)

where p̃i,j and pi,j denote the vertex position of the re-
constructed surface by [41] and the ground-truth surface,
respectively.

To sum up, the first two indicators (PSNR and SSIM)
assess the prediction accuracy, and the higher the better.
The next three indicators (MEAN, MID, and VAR) capture
the mean, median, and variation of the angular error, and
the lower the better. The sixth and seventh indicators (5◦

and 10◦) represent the percentage of pixels within 5- or 10-
degree angular error, and the higher the better. The last indi-
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Figure 7. Visual comparisons of 3D surface super-resolution between 10 methods under the ×4 setting. For a better comparison, the
region in the red box is zoomed in the 2nd-13th columns. “Full” means the original surface, “LR” means the down-sampled object surface,
and “GT” means the ground-truth. Please zoom in the electronic version for better details.

cator (MRDE) assess the reconstructed quality of 3D object
surface, and the lower the better.
Implementation details . MNSRNet has been imple-
mented in PyTorch, and the Adam optimizer is used with
default parameters (β1 = 0.9 and β2 = 0.999). For the SR
branch, we use 20 groups of cmAF. We have trained MN-
SRNet using a mini-batch size of 8 for 1000 epochs with an
Nvidia Tesla A100 GPU, which takes about two days and
nights. Since the transformer module needs a fixed input
size, all the input images are adaptively cropped. For exam-
ple, in ×4 scale, the HR and LR image patches are 196×196
and 48×48, respectively. All of the trained weights for each
layer are initialized by the Kaiming distribution [15], and
the bias is initialized as a constant. We do not apply any
special data augmentation methods except for the random
rotation (90◦, 180◦, and 270◦) and the horizontal flip.

4.2. Performance Comparisons

Comparison methods. We have compared our MNSR-
Net with 9 representative methods, which can be catego-
rized into four groups: mesh-based method (denoted by
“Mesh”), point cloud-based method (denoted by “Points”),
SISR-based methods (denoted by “SISR”), and MISR-based
methods (denoted by “MISR”).

For Mesh methods, Catmull-Clark subdivision (C-C)
[25] has been the most widely-used mesh subdivision
method. It can efficiently up-sample a triangular mesh by
the heuristic algorithms. We have used the implementation
version built in Blender for comparison.

For Points methods, we choose the PU-GCN network
[30] to represent the SR task for point clouds. In the exper-
iments, we convert the related meshes into point clouds for
PU-GCN, perform the up-sampling, and re-convert it into
meshes for comparison [4].

For SISR methods, we choose EDSR [23] to represent a
residual learning structure, RCAN [46] to represent a con-

volutional attention structure, and IPT [5] to represent a
self-attention structure. For these methods, we have fine-
tuned the corresponding models on WPS to show their best
performance.

For MISR methods, we choose TDSRGAN [2] to repre-
sent a early fusion method, SFT-GAN [38] and 3DASR [22]
to represent a hybrid fusion method, and TDTN [8] to repre-
sent a hybrid fusion method with the self-attention structure.
It is noted that our task cannot fully provide the modalities
needed in the original methods, and we have adjusted the
above methods to fit for our WPS benchmark.
Qualitative results. Fig. 7 demonstrates the visual com-
parisons of some representative 3D objective surfaces. For
SISR, benefiting from the powerful natural image pre-
training model, some methods still can perform well after
fine-tuning on our WPS dataset. However, since these SISR
methods have not considered the cross-modal information,
they are not sufficient to obtain the best visual quality. For
MISR, they may not take full advantage of the additional
multimodal information. As a result, they may even have
negative effects (e.g., heavily aliased surfaces) due to inter-
modal differences. Visually, the proposed method achieves
a promising subjective quality with enough surface details
and geometry structures.
Quantitative results. Table 1 summarizes the detailed av-
erage results on the hybrid testing dataset, including DiLi-
GenT, Gourd & Apple, and WPS. Specifically, our method
achieves all 8 of the first-best results in terms of PSNR,
SSIM, MEAN, MID, VAR, 5◦, 10◦, and MRDE on the ×2
setting, and achieves 6 of the first-best results and 2 of the
second-best results on the ×4 setting. Experiments show
that better results are obtained without the negative effects
of instability caused by the multimodal inputs and informa-
tion confusion between multimodalities. MNSRNet outper-
forms the existing methods in most cases. The main reason
can be that our method can employ more cross-modality
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Table 1. The average comparison results between 10 state-of-the-art methods on the hybrid testing datasets. “[+]” means the higher
the better, and “[-]” means the lower the better. The first-best is highlighted by bold, and the second-best is highlighted by underline.

Scale Type Algorithm PSNR[+] SSIM[+] MEAN[-] MID[-] VAR[-] 5◦[+] 10◦[+] MRDE[-]

×2

Points PU-GCN [30] 18.5747 0.7382 16.0982 12.3674 252.8209 0.3369 0.6083 16.5069
Mesh C-C [25] 22.1881 0.9010 9.0866 4.7667 162.4632 0.5934 0.7741 11.0118

SISR
EDSR [23] 27.5593 0.9522 5.1324 2.0439 157.7664 0.7845 0.8942 5.1496
RCAN [46] 27.7209 0.9535 5.0834 1.9327 153.1603 0.7819 0.8908 5.1578

IPT [5] 27.9756 0.9545 4.9149 1.7689 166.2459 0.8076 0.9008 4.7418

MISR

TDSRGAN [2] 26.1982 0.9434 6.3183 2.6441 182.8687 0.7019 0.8577 5.6872
SFT-GAN [38] 27.3630 0.9509 5.3260 2.1304 162.4754 0.7721 0.8898 5.5245

3DASR [22] 28.3017 0.9581 4.6702 1.7837 149.0149 0.8133 0.9069 5.2261
TDTN [8] 27.8263 0.9555 4.7814 1.7344 158.1208 0.8111 0.9030 5.5026

Ours 28.7662 0.9605 4.4277 1.6312 146.0815 0.8303 0.9123 4.5849

×4

Points PU-GCN [30] 15.8404 0.5917 24.3387 19.5136 443.0975 0.1390 0.3607 20.5933
Mesh C-C [25] 20.9022 0.8539 11.8487 6.5019 352.5511 0.4860 0.6836 13.7369

SISR
EDSR [23] 23.0609 0.8909 9.1407 3.7643 323.7065 0.6302 0.7951 7.0694
RCAN [46] 23.6058 0.9024 8.7591 3.5196 344.9552 0.6542 0.8120 6.8314

IPT [5] 23.6268 0.9041 8.2695 2.8598 335.1193 0.7063 0.8275 6.6668

MISR

TDSRGAN [2] 22.4461 0.8819 10.5153 4.7397 345.8229 0.5370 0.7277 10.5188
SFT-GAN [38] 22.7683 0.8816 10.0431 4.7215 330.2237 0.5551 0.7606 9.6531

3DASR [22] 22.9138 0.8901 9.2341 3.6517 349.1082 0.6473 0.8010 6.9161
TDTN [8] 22.6384 0.8861 9.4434 3.4755 371.0740 0.6524 0.7993 7.3051

Ours 23.7961 0.9053 7.9945 2.9255 302.6197 0.6993 0.8307 6.4827

Table 2. Ablation experiments on the proposed cross-modality
alignment and fusion methods.

MPS cmTA cmAF PSNR[+] SSIM[+] MEAN[-] MRDE[-]
× × × 22.3302 0.8752 10.7182 11.7245
✓ × × 23.2812 0.8949 8.9813 7.2617
✓ ✓ × 23.4994 0.8995 8.7082 7.2021
✓ × ✓ 23.6824 0.9043 8.2285 6.6091
✓ ✓ ✓ 23.7961 0.9053 7.9945 6.4827

information to help capture more comprehensive details,
which is hard to learn using a single modality.

4.3. Ablation Study

MNSRNet contains three main modules for the multi-
modality learning, such as MPS, cmTA, and cmAF. To ver-
ify the effectiveness of these modules, we further conduct
additional experiments on the DiLiGenT dataset with the
×4 setting. Five independent experiments are conducted as
shown in Table 2, where the related module selected (not
selected) is represented by the symbol “✓”(“×”).

In the experiment, the replacement of MPS is to use
the lightest texture image as the texture modality, and the
other two modalities remain unchanged. The replacement
of cmTA is to simply concatenate all the related modality
information, and then use three 3×3 convolution layers and
one 1×1 convolution layer to shrink the intermediate chan-
nels. The replacement of cmAF is a combination of the CA
layer and 1×1 convolution layer to fuse the side-modality
to the main-modality. Experiments show that when all three
modules are used, the best results can be achieved.

To demonstrate the effects of a single modality, we have
conducted the additional experiments as provided in Ta-

Table 3. Ablation experiments on different modalities (×2 set-
ting). The modality selected (not selected) is represented by ✓(×).

Normal Nlr Texture Imul Depth Dp PSNR SSIM MEAN[-] MRDE[-]

✓ × × 27.9376 0.9536 4.9883 5.0325

✓ ✓ × 28.3151 0.9564 4.6942 4.8478

✓ × ✓ 28.3816 0.9585 4.5611 4.7091

✓ ✓ ✓ 28.7662 0.9605 4.4277 4.5849

ble 3. As seen, both the texture and depth modalities can
effectively improve the performance of the surface super-
resolution.

5. Conclusion

In this paper, we have introduced a multimodal-based
super-resolution network for 3D object surface in 2D nor-
mal domain. More specifically, we jointly considered the
texture, depth, and normal modalities to restore high-quality
surface details and preserve geometry structures. To ef-
fectively utilize the cross-modality information, we ex-
tracted two bridge normal maps as a cross-modality align-
ment guidance. Based on the texture and depth modalities,
we have developed a cross-modality transformer alignment
(cmTA) module to connect different modalities. In addi-
tion, we explored a cross-modality affine fusion (cmAF)
module to fuse the features from the main network branch
and the extracted side modalities. Finally, we reconstructed
an enhanced 3D object surface from the recovered high-
resolution normal map. Experimental results on different
benchmark datasets demonstrate the effectiveness of the
proposed approach in qualitatively and quantitatively.
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