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Abstract

We propose a novel approach to generate temporally co-
herent UV coordinates for loose clothing. Our method is
not constrained by human body outlines and can capture
loose garments and hair. We implemented a differentiable
pipeline to learn UV mapping between a sequence of RGB
inputs and textures via UV coordinates. Instead of treating
the UV coordinates of each frame separately, our data gen-
eration approach connects all UV coordinates via feature
matching for temporal stability. Subsequently, a generative
model is trained to balance the spatial quality and tempo-
ral stability. It is driven by supervised and unsupervised
losses in both UV and image spaces. Our experiments show
that the trained models output high-quality UV coordinates
and generalize to new poses. Once a sequence of UV co-
ordinates has been inferred by our model, it can be used
to flexibly synthesize new looks and modified visual styles.
Compared to existing methods, our approach reduces the
computational workload to animate new outfits by several
orders of magnitude.

1. Introduction

In image or video generation tasks [37, 44] that involve
people, it is crucial to obtain accurate representations of
the 3D human shape and appearance to efficiently generate
modified content. In this context, UV coordinates are a pop-
ular 2D representation that establish dense correspondences
between 2D images and 3D surface-based representations
of the human body. UV coordinates go beyond skeleton
landmarks to encode human pose and shape, and are widely
used in image/video editing, augmented reality, and human-
computer interaction [12, 14, 15]. In this paper, we tackle
video generation of people, with a focus on efficiency and
capturing loose clothing. Unlike previous works [33,40,42]
which use large networks to capture motion and appearance,
we train a model to generate temporally coherent UV coor-

dinates. We use a single, fixed texture to store appearance
information so that our model can solely focus on learning
UV dynamics.

Human body UV coordinates can be derived indirectly
from estimates of 3D shape models [6, 19, 26, 29] like
SMPL [23]. Alternatively, direct estimation methods like
DensePose [2] and UltraPose [43] bypass intermediate 3D
models to directly output UV coordinates from a single
RGB image. The convenience of direct methods has led
to DensePose being widely used in animation and editing
applications [25, 27, 28, 49]. Nevertheless, the UV coor-
dinates obtained from SMPL and DensePose approximate
only human body silhouettes in tight clothing. They do not
capture loose clothing, such as long skirts or wide pants
(see comparisons in Figure 6 and 7). In addition, the meth-
ods for UV estimation work only on individual images. For
video inputs, they are applied frame-by-frame [32,47] with-
out considering the temporal relationship between frames.
As such, the UV coordinates are inconsistent over time, so
any re-targeted sequences will shift and jitter.

In this paper, we focus on improving the spatial coverage
and temporal coherence of UV coordinates generated from
a sequence of 2D images. We target the ability to retain
the full body plus clothing silhouette for arbitrary styles of
clothing. Our approach is agnostic to the UV source, which
we demonstrate via inputs from both DensePose [2] and
SMPL model estimates [19]. For temporal coherence, we
aim at achieving the point-to-point correspondences among
different frames via UV coordinate maps, so that video se-
quences can be generated with one fixed texture.

A core challenge of learning a model for extended and
temporally coherent UV coordinates lies in the lack of data
for direct supervision. Hence, we propose a novel learning
scheme that combines both supervised and unsupervised
components. We first pre-process a sequence of UV coor-
dinates obtained from DensePose or SMPL via spatial ex-
tension and temporal stabilization to obtain training data for
an initial training stage. We then shift the learning gradu-
ally from supervised, with the pre-processed data, to unsu-
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Figure 1. a) Our method generates temporally coherent UV coordinates that capture loose clothing from off-the-shelf human pose UV
estimates such as SMPL and DensePose [2,23]. b) Generated UV coordinates allow us to recover entire sequences from a constant texture
map. c) Virtual try-on and modifications of the look can be easily achieved with minimal computation via a simple lookup.

pervised, driven by a differentiable UV mapping pipeline
between the texture and image space.

Our results demonstrate that using loss terms formulated
in both UV and image space are crucial for generating high-
quality UV coordinates with temporal coherence. As our
generator does not take RGB images as input, the UV co-
ordinates generated from our trained model can be directly
paired with different texture maps to generate virtual try-
on videos with a very simple lookup step. This is device-
independent and orders of magnitude more efficient than
other methods, which generate video outputs by evaluating
neural networks. To summarize, our main contributions are

• a model-agnostic method to extend UV coordinates to
capture the complete appearance of the human body,

• an approach to train neural networks that generate
completed and temporally coherent UV coordinates
without the need for ground truth, and

• a highly efficient way to generate virtual try-on videos
with arbitrary clothing styles and textures.

2. Related work
Pose-guided generation. Pose-guided methods [3,16,22,
24, 27, 31, 36] generate images of a person with designated
target poses. To achieve realistic and high-quality genera-
tions, most methods [16, 22, 27] tend to work with dense
targets with 3D shape or surface models. Specifically, these
methods rely on UV coordinates generated either from esti-
mated SMPL model parameters [23] or directly via Dense-
Pose [2]. Neither the SMPL model nor DensePose is good
at dealing with loose clothing, such as dresses. In this pa-
per, we also work with UV coordinates, though our pipeline

focuses on improving the quality of the raw UV coordi-
nates from SMPL and DensePose to take on loose cloth-
ing. Pose-guided video generation, also known as human
motion transfer, generate videos based on a sequence of tar-
get poses [13, 34, 35, 47]. The appearance information is
sourced from either images (image-to-video [34,35,46,47])
or videos (video-to-video [1, 7, 9, 20]).

Image-to-video. An early example is MonkeyNet [34].
While Monkeynet decouples appearance and motion infor-
mation, it uses keypoints, which is insufficient for high-
quality capture of human body or clothing with complex
textures. We use DensePose UV coordinates as pose repre-
sentation to improve this problem.

Closely related to our work is DwNet [47], which also
uses DensePose UV coordinates as inputs. DwNet applies
an encoder-decoder architecture that warps the human body
from source to target poses. However, DwNet can be dif-
ficult to train due to its use of highly non-linear warping
grids. The generator also needs to be re-run for comput-
ing the warping grid each time the source image changes.
Instead of predicting warping grids, our method works di-
rectly on the UV coordinates, making it independent of the
source images. Once the target sequence of UV coordinates
is generated, it can be applied for different textures without
re-running the model regardless of complexity.

Video-to-video. These methods [1, 7, 9, 20] have access
to a source video and can therefore create richer models of
the source subject than single image sources. In particu-
lar, [9] generates videos with spatial transformation of tar-
get poses, allowing it to capture loose clothing. However,
all these works rely on 2D keypoints, making it hard to con-
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Figure 2. a) Example mapping from It to Tt via P r
t , and back to I ′t. P r

t cannot fully recover the image, and misses skirt, hair, and shoulder
parts. Besides, colours inside the human body are also partially incorrect. b) Mapping results of P r

t with Tgrid as input. Most quadrants
are preserved, indicating that the corresponding features are not destroyed after the UV mapping.

sider complicated visual styles. In contrast, we make use
of a texture representation and aim to improve the quality
of the UV mapping. Our model is trained without the need
to access the textures in advance, which allows us to work
with different texture inputs, regardless of complexity.

Generalized video generation. Early methods modelled
the entire video clip as a single latent representation [33,40].
Follow-up work MoCoGAN [39] used a disentangled rep-
resentation, separating appearance and motion. However,
the model is not conditional, so it cannot generate videos
conditioned on target appearances or motions, for example.
Our method separates appearance and motion by design and
allows for easy control and modification of either factor. We
specify appearance via a (fixed) texture map, while motions
are represented by UV coordinates over time.

End-to-end video re-targeting works RecycleGAN [4]
and Vid2Vid [41] generate videos with content and motion
from separate source videos. These methods train target-
specific models, in that a new network is trained for each
target video. In contrast, re-targeting in our case involves
only a simple and efficient look-up.

3. Preliminaries
3.1. Notation & definitions

An image It ∈ Rsx×sy×3 for frame t in a sequence
stores RGB information at a location x ∈ Rsx×sy . The
appearance of a person in It can also be represented in a tex-
ture Tt ∈ Rtx×ty×3 with locations u. The image It and tex-
ture Tt are related via the the UV coordinates Pt ∈ Rsx×sy ,
where

Pt(x) = u, s.t. It(x) = Tt(u). (1)

To ensure differentiability, we treat It, Pt and Tt as con-
tinuous functions in space via a suitable interpolation oper-
ator; we use bi-linear interpolation in our work. In practice,
the three fields are represented as time sequences over t.

The corresponding texture Tt for an image It can be gen-
erated by warping It with function W via the warping grid
ωT (Pt); conversely, the image content can also be recov-
ered as I ′t from the texture Tt and UV coordinates Pt with
warping grid ωI from Tt to It (see Figure 2):

Tt = W(It, ωT (Pt)) and I ′t = W(Tt, ωI(Pt)). (2)

Note the warping function W(I, ω), for every location x in
I , returns a bi-linear interpolation of I at location ω(x).

In our work, we refer to the UV outputs from Dense-
Pose [2] or unwrapped from the 3D mesh of models like
SMPL [19] as raw UV coordinates, denoted by P r

t for
frame t. Raw UV coordinates are typically restricted by the
human body silhouette. As such, loose clothing parts are
cut off (see the missing skirt parts in Figure 1a and Fig-
ure 2a. Additionally, the raw UV P r

t is not one-to-one.
Multiple pixels x of It may be mapped to the same u in
Tt, leading to a loss of information in Tt. These two short-
comings may result in extreme and undesirable differences
between the original It and the reconstructed I ′t (see ex-
ample in Figure 2a. For a sequence of images over time,
the differences are further compounded. As P r

t can only
be estimated frame-wise, resulting textures Tt tend to lack
correspondence over time.

3.2. Problem formulation

Given the non-idealities of P r
t , we aim to develop a sys-

tem that can output a sequence of refined UV coordinates
P g
t leading to faithful reconstructions I ′t = It. Addition-

ally, we aim for an independent and lightweight appearance
representation in the form of a single texture To, which is
constant over time.

We start by defining a model G parameterized by θ to
estimate refined UV coordinates P g

t from raw UV P r
t :

P g
t = G(P r

t ; θ). (3)

For I ′t to be of high quality and for P g
t to be temporally

stable, we consider appearance and temporal loss functions

Lapp =

N∑
t=0

(||I ′t − It||2) =
N∑
t=0

(||W(Tt, ωI(P
g
t ))− It||2),

Ltemp =

N∑
t=0

(||Tt − To||2) =
N∑
t=0

(||W(It, ωT (P
g
t ))− To||2),

(4)
where N represents the sequence length and To a constant
texture. Minimizing ||I ′t − It||2 leads to improvements of
I ′t. Minimizing ||Tt − To||2 encourages a constant tex-
ture, which in turn largely alleviates inconsistent correspon-
dences over time.
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4. Method
One could learn θ of model G if raw UV (P r

t ) were
paired ground truth UV coordinates fulfilling the constraints
in Equation 4. Such ground truth data does not exist in
practice, so we are forced to consider indirect approaches.
Naively applying an unsupervised or self-supervised train-
ing is ill-conditioned and error-prone, due to the strong non-
linearities in mappings between It, Tt, and Pt. As such, we
propose an approach to combine both supervised and unsu-
pervised learning.

We start with a data pre-processing step (Sections 4.1 to
4.3) that gradually refines P r

t to establish “ground-truth”.
It is worth noting that we handle the two parts of Equa-
tion 4 separately due to the strong non-linearity and large
distance between P r

t and P g
t . After an initial training of

G with the pre-processed data, we then incorporate unsu-
pervised losses from the image space (Section 4.4) to train
a final model G that jointly improves spatial and temporal
quality. The trained model G generates full-silhouette UV
coordinates for different poses.

Since appearance or RGB information is encoded only in
the texture To, which is used for the loss and preprocessing
of the data but not a part of the network inputs, the resulting
UV coordinate sequence P g

t can be directly used for video
generation with any given texture. Subsequently, generating
a new output sequence with changed colours or patterns is
highly efficient.

4.1. UV extension

Raw UV inputs omit important details (see example in
Figure 2a. First, we aim to achieve full silhouette coverage
for P r

t . To better understand the relationship between It,
P r
t and Tt, we visualize UV mapping results for a synthetic

grid texture W(Tgrid, ωI(P
r
t )) in Figure 2b. Here, Tgrid

contains an evenly distributed grid quadrants, which remain
well-preserved, suggesting that the UV mapping with P r

t

retains a piece-wise regular surface manifold, albeit with
different scaling factors.

The grid structure suggests that neighbouring points in
It remain neighbours in Tt, and additional entries can be
added to the raw UV coordinates P r

t via extrapolation from
neighbouring points. It is worth pointing out that for tra-
ditional UV generation, cutting the object surface and min-
imizing surface distortion are two challenging steps [30].
The raw UV coordinates provide an initial unwrapping of
the body, hence we focus on solving the latter challenge
of minimizing distortions when extrapolating content in the
UV coordinates.

In this paper, we extend the UV coordinates through en-
ergy minimization, employing a virtual mass-spring sys-
tem. Mass-spring systems are commonly used in the simu-
lation of clothing [18, 45]. Additionally, [21] and [38] have
shown that the potential energy of a mass-spring system is
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Figure 3. a) Raw UV coordinates, b) with application of UV exten-
sion and c) optimization. The UV extension allows missing parts
such as the dress to be mapped into the correct parts of Tt, while
UV optimization makes I ′t closer to It.

minimized at the equilibrium state. Due to space limita-
tions, we defer the full exposition to the Supplementary. In
our formulation, springs naturally encode the area preser-
vation constraints among new extrapolated points and their
neighbouring points in a small region of the texture map.
The spring forces drive the new extrapolated points to new
positions until the system finds an equilibrium state with
reduced distortion.

We denote the UV coordinates after the extension with
P e
t . An example result is shown in Figure 3b. We can see

that the missing parts from the raw UV coordinates com-
puted via DensePose are recovered successfully, such as the
side of the dress.

4.2. UV optimization

After UV extension, artifacts in I ′t may remain (See Fig-
ure 3b. One cause of these artifacts is duplicate UV coor-
dinates in P r

t , as it is not constrained to be a one-to-one
mapping, especially for direct methods such as DensePose.
To further improve Pt, we directly minimize Lapp(Pt) via
gradient descent, initializing Pt with the extended UV map
P e
t . The gradient ∂Lapp(Pt)

∂Pt
can be estimated via the inter-

mediate warping grids ωT (P
r
t ), and ωI(P

r
t ). Details are

provided in the Supplementary.
Following common practice in non-linear settings, we

add a gradient and Laplacian regularizer to encourage
smooth solutions [5] and minimize Lapp + Lr, where

Lr = α1(||∇Pt||2F ) + α2

∑
i,j=0,1

||Hij(Pt)||2F , (5)

H is the Hessian and || · ||F denotes the Frobenius norm.
It is visible in Figure 3c that most of the artifacts in I ′t have
been removed by the optimization procedure, and the image
content is significantly closer to the reference. We denote
the optimized UVs with P o

t .

4.3. UV temporal relocation

Minimizing Ltemp in Equation 4 will improve the tem-
poral stability of the texture maps. To do so, we find
point correspondences Qt(u) between Tt and To so that
Tt(u) = To(Qt(u)). The correspondences allow new UV
coordinates P f

t to map It back to the constant To instead of
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Figure 4. Overview and results of temporal UV generation. a) Approximate feature matching is achieved via the optical flow (OF) from To

to Tt. b) RGB matching is applied to correct the coordinates resulting from errors in OF. Images in c) are generated with P o
t and To, i.e.,

I ′tTo
= W(To, ωI(P

o
t )). Images in d) are similarly generated with P f

t . Green and blue arrows are shown here to track the two patterns in
the images. After the temporal relocation step, results are more temporally coherent.

Tt. For simplicity, we assign as the constant To the texture
from frame 0 of a sequence, i.e. To = T0.

We initialize the point correspondences with optical flow
from To to Tt, i.e. OF (To, Tt), as shown in Figure 4a.
An approximate correspondence between Tt and To can be
written as Qr

t (u) = W(Q0(u), OF (To, Tt)). In theory, the
reconstruction T ′

t can then be reconstructed from To and
Qr

t (u) via a lookup step, i.e. T ′
t (u) = To(Q

r
t (u)).

Note that errors in OF (To, Tt) makes Qr
t (u) only an ap-

proximate correspondence, and there are still differences
between the reconstructed T ′

t and the true Tt. To correct
these errors, we remove the coordinates in Qr

t (u) where the
texture content does not match, i.e. T ′

t (u) ̸= Tt(u). We
then fill them in with regions from To to obtain the final
Qt(u). The filling is based on a simple similarity measure
of the RGB values. We defer the details to the Supplemen-
tary.

Comparisons of results before and after the temporal re-
location step are shown in Figure 4c-d. The images I ′tTo

recovered from To are more temporally coherent after the
relocation step.

4.4. Temporal UV model training

So far, we have improved the spatial and temporal qual-
ity of the raw UV P r

t separately. We now consider the two
objectives jointly in a spatio-temporal manner and apply an
adversarial training for G from Equation 3. The learned G
can then generate complete UV coordinates P g

t at test time
given raw UV coordinates P r

t . Below, we define several un-
supervised loss terms in both the UV and RGB image space
to guide the training and produce high-quality outputs.

Spatial loss (UV space). Recall that P f
t is now the UV

coordinates that relate image It to the constant texture To

based on the UV relocation step in section 4.3. We make

use of a supervised L2 loss L2 =
∥∥∥G(P r

t )− P f
t

∥∥∥2
F

and
adversarial loss via a discriminator Ds:

Reference

𝑉ଷ (𝐿ீ)

𝑉ଶ (𝐿ீభ
)

𝑉ଵ (𝐿ଶ + 𝐿௦
௨௩)

𝑃௧


𝑡 𝑡 + 1 𝑡 + 2 𝐼௧𝑡 𝑡 + 1 𝑡 + 2

Figure 5. Comparisons of three successive frames,
(I ′t−1To

, I ′tTo
, I ′t+1To

), among results of P r
t , V1, V2, and

V3. We show examples of the same region in the image to
illustrate the temporal coherence of the generated videos. We can
see that V1 is more coherent than P r

t because of the temporal
relocation when preparing the training data. V2 and V3 show
further improvements due to the temporal stability losses in UV
and image spaces.

Luv
s = −log(Ds(G(P r

t ))),

LDs = −logDs(P
f
t )− log(1−Ds(G(P r

t ))).
(6)

Temporal stability loss (UV space). We consider a
smoothing loss between neighbouring frames t−1 and t+1:

Lsmo =
∥∥G(P r

t−1)−G(P r
t )
∥∥2
F
+

∥∥G(P r
t )−G(P r

t+1)
∥∥2
F

+
∥∥G(P r

t−1)− 2×G(P r
t ) +G(P r

t+1)
∥∥2
F
,

(7)
and add an unsupervised adversarial loss via a second dis-

criminator network Dt:

Luv
t =− log(Dt(G(P r

t−1), G(P r
t ), G(P r

t+1))),

LDt
=− log(Dt(P

f
t−1), f(P

f
t−1), f(f(P

f
t−1)))

− log(1−Dt(G(P r
t−1), G(P r

t ), G(P r
t+1)),

(8)

where f are randomized geometric transformations (e.g.,
translation, rotation or scaling). Note that ground truth over
time is not available in our setting. We synthesize ground
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truth by randomly choosing a transformation f and apply-
ing it to P f

t−1. This yields a reference for time t; applying
the transformation again at t+1 yields an additional refer-
ence to form a synthetic triplet. The triplets serve as ground
truth for the adversarial training of Equation 8 and guide the
generation of smooth UV coordinates over time.

Spatial loss (image space). With the mapping pipeline
from UV coordinates to images, an image-based L2 loss
is applied at training time:

Limg
s =∥Igt−It∥2F , where Igt =W(To, ωI(G(P r

t ))). (9)

Temporal stability loss (image space). Similar to the UV
space, we define a temporal adversarial loss via an addi-
tional discriminator Dimg in image space:

Limg
t =− logDimg(Igt−1

, Igt , Igt+1
),

LDimg
=− logDimg(It−1, It, It+1)

− log(1−Dimg(Igt−1
, Igt , Igt+1

)).

(10)

To summarize, the full loss of G is given by

LG =λ2L2 + λuv,sL
uv
s + λsmoLsmo

+ λuv,tL
uv
t + λimg,sL

img
s + λimg,tL

img
t .

(11)

In practice, we found it difficult to keep the losses in image
space stable at the beginning of the training. Hence, we
train G first with the partial loss LG1

, where

LG1
= λ2L2 + λuv,sL

uv
s + λsmoLsmo + λuv,tL

uv
t , (12)

for 5 × 104 steps. We freeze G, and only train Dimg for
5 × 104 steps to ensure that Dimg is commensurate with
G. We then train all networks jointly with the full loss
LG for another 10 × 104 steps. Generator G is built with
ResNet architecture, using 30 (for DensePose P r

t ) or 20
(for SMPL P r

t ) residual blocks. All of our discriminators
Ds, Dt, and Dimg follow the same encoder structure using
5 convolutional layers followed by a dense layer. We use
120 continuous frames without background from the Fash-
ion dataset [47] as the training data. For every step, we
randomly crop small regions of size 32×32 from P r

t to be
used as input. The Adam optimizer is applied for training.
Other learning details are given in the Supplementary.

Model inference. After the training, UV coordinates P g
t

with full clothing silhouettes can be generated via G. We
can achieve pose-guided generation when a sequence of raw
target poses is provided. Since we focus on the UV coor-
dinates and inputs to G, which do not include texture in-
formation, virtual try-on can also be easily achieved in our
pipeline by changing texture maps to which the UV coor-
dinates are applied. Once P g

t is generated, the image se-
quence I ′t requires a minimal number of calculations to be
produced (essentially, only one texture lookup per output
pixel). As we will demonstrate below, this is vastly more
efficient than, e.g., evaluating a full CNN.

PSNR↑ LPIPS↓
×10−2

tOF↓
×104

tLP↓
×10−2

T-diff↓
×105

P r
t 22.1 8.1 1.69 1.0 5.42

V1 23.1 7.9 1.84 1.4 3.93
V2 23.1 7.6 1.70 0.9 4.33
V3 22.9 7.7 1.65 1.0 4.19

Table 1. Quantitative comparisons between P r
t and our three dif-

ferent versions, V1, V2, and V3. For a fair comparison, the body
shapes of V1, V2, and V3 are cropped to be in line with P r

t . Our
method shows significant improvements on both spatial (PSNR
and LPIPS) and temporal (tOF, T-diff) evaluation metrics.

5. Ablation study

This section shows how different parts of Equation 11
influence the generated results. We start with a basic model
trained with the losses L2 and Luv

s and denote this V1. We
then add temporal losses in the UV space, Lsmo and Luv

t ,
for training and denote this as V2. The full model trained
with LG is denoted as V3.

Figure 5 shows two qualitative comparisons. All three
versions successfully fill in the missing parts of the Dense-
Pose UV map and are close to the reference (green patch,
skirt edge). To evaluate the temporal coherence, we zoom
in on the motion of the flower patterns (blue patch). Results
from the raw UV coordinates P r are unsteady since its tem-
porally unstable UV content leads to a misalignment of the
texture over time. V1 has better coherence due to the UV
relocation (section 4.3) applied to the training data. V2 and
V3 show progressive improvements thanks to the temporal
stability losses and the image space losses.

As quantitative evaluation of the spatial performance,
we compute peak signal-to-noise ratio (PSNR) and per-
ceptual LPIPS [48]. For temporal stability, we fol-
low [8] and estimate the differences of warped frames,
i.e., T-diff = ∥Igt ,W(Igt , vt)∥1, where vt typically de-
notes the intra-frame motion computed by optical flow.
In our setting we use the UV coordinates for vt instead
(details in the Supplementary Material). Additionally,
we evaluate with two temporal coherence metrics [11]:
tOF :

∥∥OF (It, It+1)−OF (Igt , Igt+1)
∥∥
1

and tLP :∥∥LPIPS(It, It+1)− LPIPS(Igt , Igt+1
)
∥∥
1
. Except for

PSNR, lower values are better for all metrics.
From Table 1, we see that that V1 has the worst results

in terms of tOF and tLP. Its LPIPS is also worse than V2

and V3 because V1 is trained purely with spatial losses in
the UV space. Hence, supervision via preprocessed data
P f
t is insufficient. Note, however, that V1 shows the best

T-diff score, as T-diff mainly relies on the calculation of vt
and is easily “fooled” by overly smooth content. V2 and
V3 add temporal constraints and show better temporal be-
haviour in terms of tOF and tLP. Compared with V2, V3 ex-
hibits a similar spatial performance though it yields better
temporal stability. This is especially the case if we evalu-
ate without cropping to fit P r

t (see Supplementary). This
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Figure 6. Comparisons between DensePose UVs P r
t and opti-

mized UVs P o
t . Here, we only show examples of the skirt part

in Tt to clarify the differences. We can see that P o
t can preserve

most of the skirt information in Tt, and I ′t of P o
t are closer to It

than that of P r
t . The quantitative evaluation also shows that our

results after UV optimization (described in section 4.2) are closer
to the reference.

also verifies that loss functions from the image space can be
successfully applied to guide the training.

Optimized UVs (P o
t ). In addition to Figure 3c in sec-

tion 4.2, more samples of the optimized UVs P o
t are shown

in Figure 6 and the Supplementary. The comparison of
PSNR and LPIPS scores in Figure 6 verifies that our opti-
mization pipeline significantly improves the spatial content.
Similar conclusions can be drawn for the UV coordinates
derived from SMPL (see Figure 7).

6. Results and evaluation
Direct comparison of P g

t . We provide a direct compari-
son between raw UVs P r

t and those generated by our ap-
proach P g

t in Figure 8. Apart from the body itself, it
is visible that our outputs I ′t, generated with UVs from
both SMPL and DensePose models, also recover the hair,
sleeves, and the skirt. Hence, we have fulfilled the goal of
capturing the full appearance of a person, rather than the
body silhouette.

Comparison with state of the art. In Figure 9, we com-
pare with the closest method DwNet, which also focuses on
video generation from a single image with UV coordinates.
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Figure 7. Comparisons between P r
t from SMPL and P o

t . We
can see that after optimization, P o

t preserves more of the loose
clothing and I ′t closely matches It. Quantitative evaluations also
show that our results are much closer to the reference.

DwNet smoothes the texture of the clothing as the quality of
its output is limited by the accuracy of the warping module.
However, our method focuses on UV coordinates, and ob-
tains the appearance information directly from the texture
map, so our results are significantly sharper. Our results are
also closer to the reference images, leading to better spatial
evaluations like PSNR and LPIPS. For temporal quality, the
tOF and tLP values indicate that our results have better tem-
poral stability than DwNet. Consistent conclusions can also
be drawn from the user studies illustrated in the Supplemen-
tary.

We note that the DwNet model needs to be rerun once the
texture is changed. In contrast, once the UV coordinates of
a sequence have been generated, our method can re-texture
a sequence without evaluating any trained models. Instead,
we simply map the updated texture via our UV coordinates;
this is a simple lookup that is several orders of magnitude
fewer in operations than DwNet. Such a low computational
load would, e.g., allow for running a virtual try-on pipeline
in real-time on otherwise low-performance end-devices.

Generated video with different textures. Our genera-
tion network completely separates the UV representation
from the RGB appearance information, which is only en-
coded in the constant texture To. As such, the UV coor-
dinates generated from our model are compatible with any
other texture that aligns with the arrangement of the original
To. This makes it easy to create virtual try-on applications
by modifying the texture. In particular, the source clothing
can be obtained from any image source, e.g. another photo
or a texture image. We show re-textured examples in Fig-
ure 1, Figure 10 and the Supplementary. Note that as our
focus is on capturing clothing, hence we reuse the texture
of the human parts (face, hands and legs) from the source
videos for these virtual try-on results.
Limitations. Our method generates an entire video via
P g
t and To. Currently, we simply choose T0 for To. How-

ever, T0 may not have sufficient coverage for some situa-
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Figure 8. Comparison between P g
t and P r

t . P g
t in (a) and (b) are generated from DensePose and SMPL model, respectively. Our I ′t are

closer to the reference It, which indicates that P g
t has better capacity to preserve more information of It.
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Figure 9. Comparison with state-of-the-art method DwNet. Our
results are closer to the reference, which is also supported by the
evaluation metrics below. Additionally, we also compare the num-
ber of floating point operations (FPO) for every pixel during video
generation. Without rerunning trained models, our method shows
a significant reduction of computation.

tions, e.g. the backside of the clothing. This could be im-
proved by incorporating additional steps for texture com-
pletion [10, 17]. Another limitation arises from boundary
occlusions. While we aim at coherent point correspondence
among different frames, occlusions occurred in the bound-
ary areas make it impossible to find the obscured point at
frame t + 1 for the corresponding point at frame t, which
brings a noticeable degree of high-frequency noise near the
boundaries during fast motions of the body or clothing. But
quantitative metrics and our user study show that our results
yield better temporal coherence than state-of-the-art meth-
ods. Besides, this problem could benefit from additional
image space smoothing over time.

7. Conclusion
We have presented a novel algorithm to generate sta-

ble UV coordinates for image sequences that capture the
full appearance of a human body, including loose cloth-
ing and hair. Central in arriving at this goal are a custom
pre-computation pipeline and a spatio-temporal adversar-
ial learning approach. Our method allows for high-quality
video generation and also enables very quick turnaround
times for style modifications. Based on the one-time pro-
cess to generate a UV coordinate sequence, our method al-
lows for the repeated synthesis of output videos via a single
underlying texture with vastly reduced computations com-

New Look Synthesized Results for Various Poses

Figure 10. P g
t is compatible with different textures to generate

a desired target sequence. (a)-(c) are generated using DensePose
UV coordinates, while (d) uses SMPL UVs.

pared to existing approaches. Currently, we primarily focus
on clothing, because the complicated textures and various
poses of the body make it a challenging application. It pro-
vides an appropriate test bed that encapsulates the capabil-
ities of our pipeline. However, our pipeline can be poten-
tially generalized to UVs of other objects, e.g., animals, cars
and furniture. This enables us to achieve video generation
and texture editing of arbitrary objects easily in our future
work.
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