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Abstract

Self-training has greatly facilitated domain adaptive se-
mantic segmentation, which iteratively generates pseudo
labels on unlabeled target data and retrains the network.
However, realistic segmentation datasets are highly imbal-
anced, pseudo labels are typically biased to the major-
ity classes and basically noisy, leading to an error-prone
and suboptimal model. In this paper, we propose a sim-
ple region-based active learning approach for semantic seg-
mentation under a domain shift, aiming to automatically
query a small partition of image regions to be labeled while
maximizing segmentation performance. Our algorithm, Re-
gion Impurity and Prediction Uncertainty (RIPU), intro-
duces a new acquisition strategy characterizing the spa-
tial adjacency of image regions along with the prediction
confidence. We show that the proposed region-based se-
lection strategy makes more efficient use of a limited bud-
get than image-based or point-based counterparts. Further,
we enforce local prediction consistency between a pixel
and its nearest neighbors on a source image. Alongside,
we develop a negative learning loss to make the features
more discriminative. Extensive experiments demonstrate
that our method only requires very few annotations to al-
most reach the supervised performance and substantially
outperforms state-of-the-art methods. The code is available
at https://github.com/BIT-DA/RIPU .

1. Introduction
Semantic segmentation, the task of comprehending an

image at the pixel level, is the foundation for numerous ap-
plications such as autonomous driving [63, 80], robot ma-
nipulation [51, 67], and medical analysis [48, 62]. Learn-
ing of segmentation models, however, relies heavily on
vast quantities of data with pixel-wise annotations, which
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(a) Target image (b) Image-based selection (100%)

(c) Point-based selection (2.2%) (d) Region-based selection (2.2%)

Figure 1. Illustration of different selection strategies. Image-
based selection (e.g., MADA [41]) picks a few target samples and
label the entire image, which is probably inefficient. Point-based
selection (e.g., LabOR [54]) chooses scarce points about which
the model is uncertain, while uncertainty estimation at point level
is prone to lump pixels that come from particular categories. Our
region-based selection asks for more annotations of regions with
more categories as well as object boundaries in an effective way.

is onerous and prohibitively expensive [9, 35]. Further, it
remains a major challenge to guarantee a good generaliza-
tion to diverse testing situations. Various research efforts
have been directed to address the above issues, with domain
adaptation being promising methods [14, 29, 37, 64, 65, 72].

Recently, self-training has boosted domain adaptation,
which retrains the network with the pseudo labels generated
from confident predictions on the target domain [8, 40, 75,
83, 85–87]. Nevertheless, this competitive approach faces
an inherent challenge: class unbalance is usually extreme.
For instance, some classes e.g., “road” and “building”, ap-
pear more frequently than others such as “rider” and “light”.
Thereby, pseudo labels are noisy and self-training would put
heavy emphasis on classes with high frequency and sacrifice
the performance on rare classes or small objects, resulting
in undesired biases. Consequently, the performance lags far
behind the supervised learning counterparts.

To overcome this obstacle and encourage maximizing
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segmentation performance on the target domain, we show
that a simple active learning strategy works well in adaptive
semantic segmentation: annotating a small portion of im-
age regions. Until recently, similar efforts have been made
by Ning et al. [41] and Shin et al. [54]. The former uses
multiple anchors to select representative target images to be
labeled (Fig. 1b), which may be highly inefficient since it
can waste the annotation budget on labeling redundant ar-
eas within objects. The latter utilizes an inconsistent mask
of the bi-classifier predictions to query scarce points in each
image for annotation (Fig. 1c). Although this process re-
duces human labor costs, under a severe domain shift, un-
certainty estimation at the point level may be highly mis-
calibrated [60] or lead to sampling redundant points from
certain categories. Moreover, both works are straightfor-
ward extensions of classification methods and weaken the
significance of spatial proximity property in an image.

Driven by the above analysis, we present a simple, effec-
tive, and efficient active learning method, Region Impurity
and Prediction Uncertainty (RIPU), to assist domain adap-
tive semantic segmentation. A key design element of RIPU
is to select the most diverse and uncertain regions in an im-
age (Fig. 1d), eventually boosting the segmentation perfor-
mance. To be concrete, we first generate the target pseudo
labels from the model predictions and excavate all possi-
ble regions with the k-square-neighbors algorithm. Second,
we take the entropy calculated on the percentage of internal
pixels belonging to each distinct class as the region impurity
score of each region. Finally, combining region impurity
with the mean value of prediction uncertainty, i.e., the en-
tropy of pixel prediction, a novel label acquisition strategy
that jointly captures diversity and uncertainty is derived.

In this work, we introduce two labeling mechanisms for
each target image, viz., “Region-based Annotating (RA)”
(∼2.2% ground truth pixels) and “Pixel-based Annotating
(PA)” (∼40 pixels). RA annotates every pixel in the se-
lected regions—high annotation regime, while PA places its
focus more on the labeling effort efficiency by selecting the
center pixel within the region—low annotation regime. We
further exploit local stability to enforce the prediction con-
sistency between a certain pixel and its neighborhood pix-
els on the source domain and develop a negative learning
loss to enhance the discriminative representation learning
on the target domain. We demonstrate that our method can
not only help the model to achieve near-supervised perfor-
mance but also reduce human labeling costs dramatically.

In a nutshell, our contributions can be summarized as:

• We benchmark the performance of prior methods for
active domain adaptation regarding semantic segmen-
tation and uncover that methods using image-based or
point-based selection strategies are not effective.

• We propose a region-based acquisition strategy for do-
main adaptive semantic segmentation, termed RIPU,

that utilizes region impurity and prediction uncertainty
to identify image regions that are both diverse in spa-
tial adjacency and uncertain in prediction output.

• We experimentally show that, with standard segmenta-
tion models, i.e., DeepLab-v2 and DeepLab-v3+, our
method brings significant performance gains across
two representative domain adaptation benchmarks,
i.e., GTAV → Cityscapes, SYNTHIA → Cityscapes.

2. Related Work

Domain adaptation (DA) enables making predictions on
an unlabeled target domain with the knowledge of a well-
labeled source domain, which has been widely applied into
an array of tasks such as classification [28,30,32,37,56,65,
79], detection [7,69] and segmentation [33,34]. Initial stud-
ies minimize the discrepancy between source and target fea-
tures to mitigate the domain gap [21,36,66]. As to semantic
segmentation, most methods employ adversarial learning in
three ways: appearance transfer [18, 31, 81], feature match-
ing [22, 76, 84] and output space alignment [38, 64, 70].

Self-training has been gaining momentum as a compet-
itive alternative, which trains the model with pseudo labels
on the target domain [8, 40, 55, 75, 83, 85–87]. Popular as
they are, the pseudo labels are noisy and rely primarily on a
good initialization. Some efforts explore additional supervi-
sion to engage in this transfer. For example, Paul et al. [43]
propose to use weak labels and Vu et al. [71] exploit dense
depth information to perform adaptation. Another promis-
ing strategy to prevent such noise with minimal annotation
workload is active learning, which we adopt in this work.

Active learning (AL) seeks to minimize labeling effort
on an enormous dataset while maximizing performance of
the model. Common strategies include uncertainty sam-
pling [15, 20, 52] and representative sampling [1, 50, 58].
While label acquisition for dense prediction tasks such as
segmentation is more expensive and laborious than image
classification, there has been considerably less work [2, 4,
23, 53, 57, 77]. A recent example in [4] proposes to ac-
tively select image regions based on reinforcement learning,
which is a more efficient way than labeling entire images.

Up to now, rather little work has been done to consider
transferring annotations from a model trained on a given
domain (a synthetic dataset) to a different domain (a real-
world dataset) due to the dataset shift. However, it occurs
frequently in practice but is not adequately addressed. In
this work, we take a step forward to deal with this problem.

Active domain adaptation (ADA). Existing works mainly
focus on image classification [13, 44–46, 61, 78]. To name
a few, Prabhu et al. [44] combine the uncertainty and diver-
sity into an acquisition round and integrate semi-supervised
domain adaptation into a unified framework. Lately, Ning
et al. [41] and Shin et al. [54] are among the first to study
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the task of ADA applied to semantic segmentation, which
greatly enhances the segmentation performance on the tar-
get domain. Ning et al. [41] put forward a multi-anchor
strategy to actively select a subset of images and annotate
the entire image, which is probably inefficient. While Shin
et al. [54] present a more efficient point-based annotation
with an adaptive pixel selector. But, the selected points are
individual and discrete, neglecting the contextual structures
of an image and pixel spatial contiguity within a region.

Though impressive, these methods neglect the value of
spatial adjacency property within a region, and we argue
that an effective and efficient region-based selection strat-
egy is essential for lowering human labor costs while pre-
serving model performance. In this work, we explore the
spatial coherency of an image and favor the selection of the
most diverse and uncertain image regions, promising high
information content and low labeling costs.

3. Approach
3.1. Preliminaries and Motivation

Formally, in ADA semantic segmentation, we have a set
of labeled source data S = {(Is,Ys)} and unlabeled tar-
get data T = {(It, Ỹt)}, where Ys is the pixel-wise label
belonging to one of the C known classes in label space Y
and Ỹt is the target active label that is initialized as ∅. The
goal is to learn a function h : I → Y (a segmentation net-
work parameterized by Θ) that achieves good segmentation
performance on the target domain, with a few annotations.

Generally, the networks trained on the source domain
generalize poorly on the target domain due to domain shift.
To effectively transfer knowledge, recent advances resort to
self-training techniques [40,83,87] and optimizes the cross-
entropy loss with target pseudo labels Ŷt. But, the perfor-
mance still far under-performs a fully supervised model. We
hypothesis that pseudo labels are noisy, thus only the pixels
whose prediction confidence is higher than a given thresh-
old are accounted for retraining. In this way, the network
training on target images is bootstrapped by the pixels that
the model itself is confident in. To address this issue, we
propose a simple yet effective active learning approach, Re-
gion Impurity and Prediction Uncertainty (RIPU), to assist
domain adaptation by selecting a few informative image re-
gions. The overall framework is illustrated in Fig. 2.

3.2. Region Generation

Traditional region-based active learning approaches in
semantic segmentation simply divide an image into non-
overlapping rectangles [4, 23] or employ superpixels al-
gorithms such as SEEDS [11] to maintain object bound-
aries [2, 57]. However, we believe that these fixed regions
are not flexible or suitable for a region-based selection strat-
egy. The principal reason for this is that the model predic-

tions for adjacent regions should also be considered.
In this work, we consider k-square-neighbors of a pixel

as a region, i.e., a regularly-shaped square of size (2k +
1, 2k+1) is treated as a region centered on each pixel. For-
mally, for any pixel (i, j) ∈ RH×W in an image It with H
denoting the heigh and W for width, a region is denoted as

Nk(i, j) = {(u, v) | |u− i| ≤ k, |v − j| ≤ k} . (1)

Note that our method is a general one and any other division
of region can be employed. In § 4.4, we further analyze the
effectiveness of the shape and size of a region.

Discussion. The concept of region in our work is different
from that in recent work [19]. ReginContrast [19] is pro-
posed in a supervised manner and “region” denotes all pixel
features belonging to one class, which is a semantic con-
cept. In contrast, we aim to query informative regions for
active domain adaptation and consider a regularly-shaped
square centered on each pixel of image as a “region”.

3.3. Region Impurity and Prediction Uncertainty

We notice that in practice, semantic segmentation often
faces class imbalance problem as some events or objects are
naturally rare in quantity. Consequently, the performance
of the minority classes significantly degrades due to insuffi-
cient training samples. One can solve this during the train-
ing process through class re-balancing [73] or augmenta-
tion [17]. In contrast, we show that active learning can im-
plicitly solve this by iteratively selecting a batch of samples
to annotate at the data collection stage.

Given the pre-defined image regions, we describe our ac-
quisition strategy to implement two different labeling mech-
anisms for each target image, viz., “Region-based Annotat-
ing (RA)” and “Pixel-based Annotating (PA)” as follows:
at selection iteration n, we denote the model as Θn, a tar-
get image as It with corresponding active label Ỹt, and an
acquisition function A(It; Θ

n) is a function that the active
learning system uses to query:

S∗ =

{
Nk(i, j) if RA

(i, j) else PA
, (i, j) = argmax

(u,v)/∈Ỹt

A(It; Θ
n)(u,v). (2)

In what follows, we propose an effective acquisition func-
tion that jointly captures region impurity and prediction un-
certainty, favoring regions that are both diverse in spatial
adjacency and uncertain in prediction output.
Region Impurity. Given a target image It, we first pass
it through the network Θ, and then get the softmax out-
put, i.e., prediction Pt ∈ RH×W×C . Target pseudo label
can be directly derived via the maximum probability output,
Ŷ

(i,j)
t = argmaxc∈{1,...,C} P

(i,j,c)
t . With Ŷt, we divide a

region Nk(i, j) of It into C subsets:

N c
k (i, j) = {(u, v) ∈ Nk(i, j) | Ŷ(u,v)

t = c} . (3)
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Source image 𝐈𝐈𝑠𝑠

Target image 𝐈𝐈𝑡𝑡

Source label 𝐘𝐘𝑠𝑠 Pseudo label �𝐘𝐘𝑡𝑡
ℒ𝐶𝐶𝐶𝐶𝑠𝑠 : cross-entropy loss

Prediction uncertainty 𝒰𝒰

Segmentation network Θ

Prediction 𝐏𝐏

Region-based

ℒ𝐶𝐶𝐶𝐶𝑡𝑡 : cross-entropy loss

Region impurity 𝒫𝒫

Pixel-based

Query 
annotations

Human annotator

Acquisition 
function 𝒜𝒜

Active label �𝐘𝐘𝑡𝑡

Pixel-based

Region-based

Figure 2. The overview of the proposed RIPU. At each round of active selection, we first utilize the current model to evaluate the
region impurity P and prediction uncertainty U for each unlabeled target. Then we select a batch of regions (RA) or pixels (PA) using an
acquisition function A, and query annotations from a human annotator. Finally, the network is retrained using all the data labeled so far.

At the moment, we can collect statistical information
about the categories in a region. If there are many objects
in a region, we assume that it helps to train the network
after being labeled. Mathematically, we introduce a novel
region-based criterion, i.e., region impurity P , to assess the
significance of regions. Given a region Nk(i, j), its region
impurity P(i,j) is calculated as

P(i,j) = −
C∑

c=1

|N c
k (i, j)|

|Nk(i, j)|
log

|N c
k (i, j)|

|Nk(i, j)|
, (4)

where | · | denotes the number of pixels in the set.
Prediction Uncertainty. As the predictions P carry the se-
mantic relationship information, to measure uncertainty, we
employ predictive entropy of each pixel H(i,j). For C-way
classification, H(i,j) = −

∑C
c=1 P

(i,j,c)
t logP

(i,j,c)
t . For

one thing, in region-based annotating (RA), we evaluate its
prediction uncertainty by the average of all entropies of pix-
els within the region as follows,

U (i,j) =
1

|Nk(i, j)|
∑

(u,v)∈Nk(i,j)

H(u,v) . (5)

For another, in pixel-based annotating (PA), the uncertainty
of every pixel is the identity of entropy map, i.e., U = H.

Accordingly, we reckon the final acquisition function as

A(It; Θ
n) = P ⊙ U , (6)

where ⊙ is the element-wise matrix multiplication. For
RA/PA, we query regions/pixels with the highest scores,
where the selected regions and the neighbors Nk of selected
pixels are non-overlapping.

Discussion. Why are region impurity and prediction un-
certainty helpful for annotating informative pixels? First,
the region impurity prefers some categories with low occur-
rence frequency by exploring the spatial adjacency property.
As shown in Fig. 4, this criterion exactly picks out areas of
an image with more classes as well as object boundaries.
Second, the prediction uncertainty is capable of finding the

Algorithm 1: Our proposed RIPU

1 Require: Labeled source data (Is,Ys), unlabeled
target data It, total iteration N , selection rounds S,
per-round budget b, and hyperparameters: τ, α1, α2.

2 Define: Target active label Ỹt = ∅.
3 Pre-train the model Θ0 on source data with Eq. (8).
4 for n = 1 to N do
5 Randomly select a batch source data and target

and train the network Θn via Eq. (12).
6 if n ∈ S then
7 Compute acquisition scores for all regions /

pixels in It according to Eq. (6).
8 Iteratively sample regions/pixels using

Eq.(2), and annotate by Ỹt[S∗] = Yt[S∗],
until per-round b is exhausted.

9 Return: Final model parameters ΘN .

regions whose model prediction is unsure as well. Finally,
these two acquisition criteria gradually select the most di-
verse and uncertain regions for retraining the model, and in
turn, make predictions closer to the ground-truth labels.

3.4. Training Objectives
With actively selected and annotated regions/pixels in

target data, we can train the network to learn information
exclusive to the target domain. Therefore, all labeled data
from the source and target domain are used to fine-tune the
network by optimizing the standard supervised loss:

Lsup = Ls
CE(Is,Ys) + Lt

CE(It, Ỹt) , (7)

where LCE is the categorical cross-entropy (CE) loss:

LCE = − 1

|I|
∑

(i,j)∈I

C∑
c=1

Y(i,j,c) logP(i,j,c) , (8)

where Y(i,j,c) denotes the label for pixel (i, j). Meanwhile,
we enforce the prediction consistency between a certain
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pixel and its neighborhood pixels in source images, which
will promote the trained model to give more smooth predic-
tions and avoid overfitting to the source data. Formally, this
consistency regularization term is formulated as

Ls
cr =

1

|Is|
∑

(i,j)∈Is

∥∥∥P(i,j) −P
(i,j)

∥∥∥
1
, (9)

where P
(i,j)

is the mean prediction of all pixels in a 1-
square-neighbors, i.e., the region size is 3×3, which can
be calculated via P

(i,j)
= 1

|N1(i,j)|
∑

(u,v)∈N1(i,j)
P(u,v).

Additionally, the lower output probabilities for target im-
ages in the early stages of training actually show particular
absent classes, called negative pseudo labels [25, 74]. For
instance, it is hard to judge which class a pixel with a pre-
dicted value of [0.49, 0.50, 0.01] belongs to, but we can
clearly know that it does not belong to the class with a score
of 0.01. Thus, we assign negative pseudo labels as below

π(P
(i,j,c)
t ) =

{
1 if P(i,j,c)

t < τ ,

0 otherwise ,
(10)

where τ is the negative threshold, and we use τ = 0.05 in
this work. Note that the negative pseudo labels are binary
labels. Hence, the negative learning loss is formulated as

Lt
nl =

−1

Λ(It)

∑
(i,j)∈It

C∑
c=1

π(P
(i,j,c)
t ) log(1−P

(i,j,c)
t ) , (11)

where Λ(It) denotes all available negative pseudo labels
and is calculated by Λ(It) =

∑
(i,j)∈It

∑C
c=1 π(P

(i,j,c)
t ).

Eventually, equipped with all the above losses, we train
the network with the following total objective:

min
Θ

Lsup + α1Ls
cr + α2Lt

nl . (12)

By default, the weighting coefficients α1 and α2 both are set
to 0.1 and 1.0 respectively in all experiments. To be clear,
we summarize the overall algorithm in Algorithm 1.

4. Experiments

Dataset. For evaluation, we adapt the segmentation from
synthetic images, GTAV [47] and SYNTHIA [49] datasets,
to real scenes, the Cityscapes [9] dataset. GTAV con-
tains 24,966 1914×1052 images, sharing 19 classes as
Cityscapes. SYNTHIA contains 9,400 1280×760 images,
sharing 16 classes. Cityscapes includes high-quality urban
scene images with a resolution of 2048×1024. It is split
into 2,975 training images and 500 images for validation.

Implementation details. All experiments are conducted on
a Tesla V100 GPU with PyTorch [42]. We adopt DeepLab-
v2 [5] and DeepLab-v3+ [6] architectures with ResNet-
101 [16] pre-trained on ImageNet [26] as backbone. Re-
garding the training, we use the SGD optimizer with mo-
mentum of 0.9 and weight decay of 5 × 10−4, and employ

the “poly” learning rate schedule with the initial learning
rate at 2.5× 10−4. For all experiments, we train about 40K
iterations with batch size of 2, and source data are resized
into 1280×720 while target data are resized into 1280×640.
Concerning the hyperparameters, we set k = 1 for RA and
k = 32 for PA, τ = 0.05, α1 = 0.1 and α2 = 1.0. Readers
can refer to Appendix B for more details.

Evaluation metric. As a common practice [40, 41, 54,
64, 83, 85, 87], we report the mean Intersection-over-Union
(mIoU) [12] on the Cityscapes validation set. Specifically,
we report the mIoU on the shared 19 classes for GTAV →
Cityscapes and report the results on 13 (mIoU*) and 16
(mIoU) common classes for SYNTHIA → Cityscapes.

Annotation budget. The selection process lasts for a total
of 5 rounds. For region-based annotating (RA), we select
2.2% and 5.0% regions in total compared to LabOR [54]
and MADA [41], respectively. Regarding pixel-based anno-
tating (PA), we select 40 pixels per image like LabOR [54].

Fully Supervised baseline. We operate with the annota-
tions of both the source and target data as the upper bound.

4.1. Comparisons with the state-of-the-arts

The results on GTAV → Cityscapes and SYNTHIA →
Cityscapes are shown in Table 1 and Table 2, respectively. It
can be seen that our method dramatically outperforms prior
leading self-training methods. Even though we only use 40
pixels per target image, Ours (PA) also shows substantial
improvements over the prior breaking record method, i.e.,
ProDA, which implies that active learning is a promising
and complementary solution for domain adaptation.

For the task of GTAV → Cityscapes, compared to La-
bOR [54], the best baseline model, Ours (PA) obtains an
improvement of 2.0 mIoU, in the meantime, Ours (RA)
exceeds by 3.0 mIoU. Similarly, Ours (RA) is able to
easily beat MADA [41] and AADA [61] when using the
same backbone (DeepLab-v3+) and same annotation bud-
get (5%). While for the task of SYNTHIA → Cityscapes,
as expected, both Ours (PA) and Ours (RA), are superior to
their corresponding state-of-the-art methods.

To sufficiently realize the capacity of our method, we
also compare it with the Full Supervised model, which is
trained on both source and target domain with all images
labeled. It is noteworthy that our method even outperforms
Full Supervised with respect to some specific categories
such as “rider”, “bus”, and “motor”, suggesting that the pro-
posed method can select marvelous regions to surpass the
performance of supervised counterpart.

In a nutshell, the results listed in Table 1 and Table 2
show our method performs favorably against existing ADA
and competing DA methods regarding semantic segmenta-
tion, and performs comparable to Full supervised model,
confirming the proposed method is effective and efficient.
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Table 1. Comparison with previous results on task GTAV → Cityscapes. We report the mIoU and best results are shown in bold.

Method ro
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mIoU

Source Only 75.8 16.8 77.2 12.5 21.0 25.5 30.1 20.1 81.3 24.6 70.3 53.8 26.4 49.9 17.2 25.9 6.5 25.3 36.0 36.6
CBST [86] 91.8 53.5 80.5 32.7 21.0 34.0 28.9 20.4 83.9 34.2 80.9 53.1 24.0 82.7 30.3 35.9 16.0 25.9 42.8 45.9
MRKLD [87] 91.0 55.4 80.0 33.7 21.4 37.3 32.9 24.5 85.0 34.1 80.8 57.7 24.6 84.1 27.8 30.1 26.9 26.0 42.3 47.1
Seg-Uncertainty [85] 90.4 31.2 85.1 36.9 25.6 37.5 48.8 48.5 85.3 34.8 81.1 64.4 36.8 86.3 34.9 52.2 1.7 29.0 44.6 50.3
TPLD [55] 94.2 60.5 82.8 36.6 16.6 39.3 29.0 25.5 85.6 44.9 84.4 60.6 27.4 84.1 37.0 47.0 31.2 36.1 50.3 51.2
DPL-Dual [8] 92.8 54.4 86.2 41.6 32.7 36.4 49.0 34.0 85.8 41.3 86.0 63.2 34.2 87.2 39.3 44.5 18.7 42.6 43.1 53.3
ProDA [83] 87.8 56.0 79.7 46.3 44.8 45.6 53.5 53.5 88.6 45.2 82.1 70.7 39.2 88.8 45.5 59.4 1.0 48.9 56.4 57.5

WeakDA (point) [43] 94.0 62.7 86.3 36.5 32.8 38.4 44.9 51.0 86.1 43.4 87.7 66.4 36.5 87.9 44.1 58.8 23.2 35.6 55.9 56.4

LabOR (40 pixels) [54] 96.1 71.8 88.8 47.0 46.5 42.2 53.1 60.6 89.4 55.1 91.4 70.8 44.7 90.6 56.7 47.9 39.1 47.3 62.7 63.5
Ours (PA, 40 pixels) 95.5 69.2 88.2 48.0 46.5 36.9 45.2 55.7 88.5 55.3 90.2 69.2 46.1 91.2 70.7 73.0 58.2 50.1 65.9 65.5

LabOR (2.2%) [54] 96.6 77.0 89.6 47.8 50.7 48.0 56.6 63.5 89.5 57.8 91.6 72.0 47.3 91.7 62.1 61.9 48.9 47.9 65.3 66.6
Ours (RA, 2.2%) 96.5 74.1 89.7 53.1 51.0 43.8 53.4 62.2 90.0 57.6 92.6 73.0 53.0 92.8 73.8 78.5 62.0 55.6 70.0 69.6
Fully Supervised (100%) 96.8 77.5 90.0 53.5 51.5 47.6 55.6 62.9 90.2 58.2 92.3 73.7 52.3 92.4 74.3 77.1 64.5 52.4 70.1 70.2
AADA (5%)♯ [61] 92.2 59.9 87.3 36.4 45.7 46.1 50.6 59.5 88.3 44.0 90.2 69.7 38.2 90.0 55.3 45.1 32.0 32.6 62.9 59.3
MADA (5%)♯ [41] 95.1 69.8 88.5 43.3 48.7 45.7 53.3 59.2 89.1 46.7 91.5 73.9 50.1 91.2 60.6 56.9 48.4 51.6 68.7 64.9
Ours (RA, 5%)♯ 97.0 77.3 90.4 54.6 53.2 47.7 55.9 64.1 90.2 59.2 93.2 75.0 54.8 92.7 73.0 79.7 68.9 55.5 70.3 71.2
Fully Supervised (100%)♯ 97.4 77.9 91.1 54.9 53.7 51.9 57.9 64.7 91.1 57.8 93.2 74.7 54.8 93.6 76.4 79.3 67.8 55.6 71.3 71.9

Methods with ♯ are based on DeepLab-v3+ [6] and others are based on DeepLab-v2 [5] for a fair comparison.

Table 2. Comparisons with previous results on task SYNTHIA → Cityscapes. We report the mIoUs in terms of 13 classes (excluding
the “wall”, “fence”, and “pole”) and 16 classes. Best results are shown in bold.

Method ro
ad

sid
e.

bu
il.

w
al

l*

fe
nc

e*
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*

lig
ht

sig
n

ve
g.

sk
y

pe
rs

.

rid
er

ca
r

bu
s

m
ot

or

bi
ke

mIoU mIoU*

Source Only 64.3 21.3 73.1 2.4 1.1 31.4 7.0 27.7 63.1 67.6 42.2 19.9 73.1 15.3 10.5 38.9 34.9 40.3
CBST [86] 68.0 29.9 76.3 10.8 1.4 33.9 22.8 29.5 77.6 78.3 60.6 28.3 81.6 23.5 18.8 39.8 42.6 48.9
MRKLD [87] 67.7 32.2 73.9 10.7 1.6 37.4 22.2 31.2 80.8 80.5 60.8 29.1 82.8 25.0 19.4 45.3 43.8 50.1
DPL-Dual [8] 87.5 45.7 82.8 13.3 0.6 33.2 22.0 20.1 83.1 86.0 56.6 21.9 83.1 40.3 29.8 45.7 47.0 54.2
TPLD [55] 80.9 44.3 82.2 19.9 0.3 40.6 20.5 30.1 77.2 80.9 60.6 25.5 84.8 41.1 24.7 43.7 47.3 53.5
Seg-Uncertainty [85] 87.6 41.9 83.1 14.7 1.7 36.2 31.3 19.9 81.6 80.6 63.0 21.8 86.2 40.7 23.6 53.1 47.9 54.9
ProDA [24] 87.8 45.7 84.6 37.1 0.6 44.0 54.6 37.0 88.1 84.4 74.2 24.3 88.2 51.1 40.5 45.6 55.5 62.0

WeakDA (point) [43] 94.9 63.2 85.0 27.3 24.2 34.9 37.3 50.8 84.4 88.2 60.6 36.3 86.4 43.2 36.5 61.3 57.2 63.7

Ours (PA, 40 pixels) 95.8 71.9 87.8 39.9 41.5 38.3 47.1 54.2 89.2 90.8 69.9 48.5 91.4 71.5 52.2 67.2 66.1 72.1
Ours (RA, 2.2%) 96.8 76.6 89.6 45.0 47.7 45.0 53.0 62.5 90.6 92.7 73.0 52.9 93.1 80.5 52.4 70.1 70.1 75.7
Fully Supervised (100%) 96.7 77.8 90.2 40.1 49.8 52.2 58.5 67.6 91.7 93.8 74.9 52.0 92.6 70.5 50.6 70.2 70.6 75.9
AADA (5%)♯ [61] 91.3 57.6 86.9 37.6 48.3 45.0 50.4 58.5 88.2 90.3 69.4 37.9 89.9 44.5 32.8 62.5 61.9 66.2
MADA (5%)♯ [41] 96.5 74.6 88.8 45.9 43.8 46.7 52.4 60.5 89.7 92.2 74.1 51.2 90.9 60.3 52.4 69.4 68.1 73.3
Ours (RA, 5%)♯ 97.0 78.9 89.9 47.2 50.7 48.5 55.2 63.9 91.1 93.0 74.4 54.1 92.9 79.9 55.3 71.0 71.4 76.7
Fully Supervised (100%)♯ 97.5 81.4 90.9 48.5 51.3 53.6 59.4 68.1 91.7 93.4 75.6 51.9 93.2 75.6 52.0 71.2 72.2 77.1

Methods with ♯ are based on DeepLab-v3+ [6] and others are based on DeepLab-v2 [5] for a fair comparison.

Figure 3. Visualization of segmentation results for the task GTAV → Cityscapes. From left to right: original target image, ground-truth
label, result predicted by Source Only model, result predicted by Ours (RA), and result predicted by Ours (PA) are shown one by one.

4.2. Qualitative results

We visualize the segmentation results predicted by RIPU
and compare with those predicted by Source Only model in
Fig. 3. The results predicted by RIPU are smoother and con-
tain less spurious areas than those predicted by the Source

Only model, showing that with RIPU, the performance has
been largely improved, especially on hard classes.

Fig. 4 shows the selected regions for annotating from the
RAND baseline, Uncertainty Only, Impurity Only, and Ours
(RA). We observe that RAND uniformly picks image re-
gions while Uncertainty Only and Impurity Only can cover
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Figure 4. Visualization of queried regions to annotate (2.2%) on GTAV→Cityscapes. Compared to simple RAND baseline, Uncertainty
Only, and Impurity Only, Ours (RA) is able to select the most diverse and uncertain regions of an image. Please zoom in to see the details.

Table 3. Ablation study. (a): use region impurity only as the
selection criterion. (b): use prediction uncertainty only as the se-
lection criterion. (c): combine impurity and uncertainty. (d): train
with Ls

cr on source samples. (e): train with Lt
nl on target samples.

(f): our full method RIPU for region-based annotating.

Selection Training GTAV SYNTHIA

Method Impurity Uncertainty Ls
cr Lt

nl mIoU mIoU

RAND: randomly selecting regions (2.2%) 63.8 64.7
Fully Supervised: all labeled source and target 70.2 70.6

(a) ✓ 68.1 69.0
(b) ✓ 66.2 67.9
(c) ✓ ✓ 68.5 69.2

(d) ✓ ✓ ✓ 69.0 69.7
(e) ✓ ✓ ✓ 69.2 69.8
(f) ✓ ✓ ✓ ✓ 69.6 70.1

a larger area of the entire image. However, uncertainty only
tends to lump regions that are nearby together and Impurity
Only focuses on regions gathered many categories. In con-
trast, Ours (RA) is also shown to pick diverse regions and
not be grounded to a certain region of the image. More
importantly, due to the limited budget, we adopt a rela-
tive small size to select regions, which might seem like an
edge detection visually. Hence, we further operate a sim-
ple Canny algorithm [3] to select uncertain pixels from pre-
detected edge and the results are reported in Appendix C.

4.3. Ablation Study

To further investigate the efficacy of each component of
our RIPU, we perform ablation studies on both GTAV →
Cityscapes and SYNTHIA → Cityscapes. As shown in Ta-
ble 3, satisfactory and consistent gains from RAND baseline
to our full method prove the effectiveness of each factor.

Effect of region impurity and prediction uncertainty. In
Table 3, both (a) and (b) achieve a clear improvement com-
pared to RAND. This indicates that the information from ei-
ther region impurity or prediction uncertainty helps to iden-
tify beneficial image regions. Among them, the advantages
of the region impurity are more prominent since the spatial
adjacency property within an image can alleviate the issue

Table 4. Experiments on different active selection methods.

Method Budget mIoU Budget mIoU

RAND 40 pixels 60.3 2.2% 63.8
ENT [52] 40 pixels 55.0 2.2% 66.2
SCONF [10] 40 pixels 59.1 2.2% 66.5
Ours PA, 40 pixels 64.9 RA, 2.2% 68.5

of class imbalance. Furthermore, we can see that (c) is bet-
ter than both (a) and (b), suggesting that integrating the two
into a unified selection criterion facilitates the sampling of
more diverse and uncertain regions. riping the benefits of
diverse region selection with both impurity and uncertainty

Effect of Ls
cr and Lt

nl. For the training losses, we ablate
Ls
cr and Lt

nl one by one. From the bottom half of Table 3,
we can notice that (e) provides 0.7 mIoU gain on GTAV →
Cityscapes and 0.6 on SYNTHIA → Cityscapes compared
to (c). This demonstrates that Ls

cr does help to learn local
consistent prediction and to avoid overfitting to the source
data, which is a complementary factor to the impurity cri-
terion. Similarly, Lt

nl on target samples brings a compara-
ble improvement compared to (c). Further, our full RIPU
obtains the best results, which indicate the importance and
complementary of the proposed losses.

4.4. Further Analysis

Comparison of different active selection methods. To
better understand the performance gains from our region-
based selection strategy, we compare Ours (RA) and Ours
(PA), with other common selection methods such as Ran-
dom selection (RAND), entropy (ENT) [52] and softmax
confidence (SCONF) [10], without Ls

cr and Lt
nl. The re-

sults on the task GTAV → Cityscapes are reported in Ta-
ble 4. Readers can refer to Appendix D for more details.

Due to a very limited budget of 40 pixels, both ENT and
SCONF are severely compromised by the aggregation of
selected pixels, and even fall behind the RAND baseline.
By comparison, Ours (PA) achieves a significant gain over
RAND by 4.6 mIoU, proving that our method properly miti-
gates the effect of redundant pixels to capitalize on a limited
budget. Concerning the budget of 2.2% regions, consistent
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Figure 5. Class frequencies (%) in Cityscapes training set for the selected regions via
our acquisition strategy. Additionally, we plot the growth rate between the above two.

Figure 6. Effect of region size in the process of
region generation on Cityscapes training set.

Table 5. Experiments on source-free (SF) scenario.

Method Budget GTAV SYNTHIA
mIoU mIoU mIoU*

URMA [59] - 45.1 39.6 45.0
LD [82] - 45.5 42.6 50.1
SFDA [27] - 53.4 52.0 60.1
Ours (RA) 2.2% 67.1 68.7 74.1

increases confirm the superiority and advantage.

Extension to source-free scenario. Considering the data
sensitivity and security issues, we further evaluate the gen-
eralization of RIPU by extending it to source-free (SF) sce-
nario [32]. Results in Table 5 validate the effectiveness of
RIPU for this challenging DA task. More details about how
RIPU works well are provided in Appendix E.

Class frequencies. Fig. 5 shows a detailed plot of the class
frequencies of the 2.2% regions selected by Ours (RA) and
true class frequencies of the Cityscape training set. As ex-
pected, we clearly see that the true distribution is exactly
a long-tail distribution while our method is able to pick
out more regions that contain rare classes. Particularly, it
asks labels for more annotations of “light”, “sign”, “rider”,
“bus”, “train” and “motor”. This, along with the apparent
gains in these classes from Table 1 and Table 2, confirms the
diversity and balance of samples selected by our method.

Effect of region size. To understand how the region
size influences our acquisition strategy, we vary k-square-
neighbors on the task of GTAV → Cityscapes in Fig. 6. We
can observe two opposite k-dependent laws for Ours (RA)
and Ours (PA). For RA, the best performance is obtained at
a small size k = 1 since smaller regions have a finer use
of the sampling budget while larger regions contain more
well-predicted pixels, causing a waste of budget. On the
other hand, the best performance of PA occurs at a large size
k = 32. We suppose when we perform PA with a smaller
size, we may repeatedly pick pixels in a certain area. To
make full use of the limited annotation budget, one should
select pixels that cover the whole image.

Table 6. Effect of region shape.

Fixed rectangle Superpixels k-square-neighbors (Ours)

67.7 66.8 69.6

Effect of region shape In § 3.2, we define k-square-
neighbors as a region that includes all possible areas within
an image, allowing us adaptively select the most diverse
and uncertain regions. In Table 6, we compare k-square-
neighbors with other shapes of regions such as Fixed rect-
angle and Superpixels (the off-the-shelf SEEDS [11] algo-
rithm) on the task GTAV → Cityscapes. As the model is
training the importance of each region varies, however, the
generated regions of the other two methods are fixed and
do not fit well in this case. Thus, we observe the perfor-
mance degradation using other methods, demonstrating the
proposed region generation centered on each pixel is bene-
ficial for acquiring the most concerning part in an image.

5. Conclusion

This paper presents Region Impurity and Prediction Un-
certainty (RIPU), an active learning algorithm to deal with
performance limitations of domain adaptive semantic seg-
mentation at minimal label cost. We propose a novel region-
based acquisition strategy for the selection of limited target
regions that are both diverse in spatial contiguity and uncer-
tain under the model. Other than that, we further explore
local consistent regularization on the source domain and
negative learning on the target domain to advance the acqui-
sition process. Extensive experiments and ablation studies
are conducted to verify the effectiveness of the proposed
method. Our RIPU achieves new state-of-the-art results
and performs comparably to the supervised counterparts.
We believe that this work will facilitate the development of
stronger machine learning system, including active image
segmentation [53] and universal domain adaptation [39].

Acknowledgements. This work was supported by the Na-
tional Natural Science Foundation of China under Grant No.
U21A20519 and No. 61902028.
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Roberto Cipolla, and Raquel Urtasun. Multinet: Real-time
joint semantic reasoning for autonomous driving. In IV,
pages 1013–1020, 2018. 1

[64] Yi-Hsuan Tsai, Wei-Chih Hung, Samuel Schulter, Ki-
hyuk Sohn, Ming-Hsuan Yang, and Manmohan Chandraker.
Learning to adapt structured output space for semantic seg-
mentation. In CVPR, pages 7472–7481, 2018. 1, 2, 5

[65] Eric Tzeng, Judy Hoffman, Kate Saenko, and Trevor Darrell.
Adversarial discriminative domain adaptation. In CVPR,
pages 2962–2971, 2017. 1, 2

[66] Eric Tzeng, Judy Hoffman, Ning Zhang, Kate Saenko, and
Trevor Darrell. Deep domain confusion: Maximizing for
domain invariance. CoRR, abs/1412.3474, 2014. 2

[67] Abhinav Valada, Johan Vertens, Ankit Dhall, and Wolfram
Burgard. Adapnet: Adaptive semantic segmentation in ad-
verse environmental conditions. In ICRA, pages 4644–4651,
2017. 1

[68] Laurens Van der Maaten and Geoffrey Hinton. Visualizing
data using t-sne. J. Mach. Learn. Res., 9(11), 2008. 13

[69] Vibashan VS, Vikram Gupta, Poojan Oza, Vishwanath A.
Sindagi, and Vishal M. Patel. Mega-cda: Memory guided
attention for category-aware unsupervised domain adaptive
object detection. In CVPR, pages 4516–4526, 2021. 2

[70] Tuanhung Vu, Himalaya Jain, Maxime Bucher, Matthieu
Cord, and Patrick Perez. Advent: Adversarial entropy mini-
mization for domain adaptation in semantic segmentation. In
CVPR, pages 2517–2526, 2019. 2

[71] Tuan-Hung Vu, Himalaya Jain, Maxime Bucher, Matthieu
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